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Background

• Challenges in Routability Predic5on:
• Predict routability at placement stage
• Predict by ‘fast trial global rouCng’
• Not fast enough

• Predict loca4ons of Design Rule Checking (DRC) hotspots 
• Predict by global rouCng
• Not accurate enough



Background

• Our A9empt on Such Challenges:
• Fast routability forecast for placement 
• In terms of number of Design Rule ViolaCons (#DRV) 
• To idenCfy more routable placements among many candidates

• Predic4on of DRC hotspot loca4ons
• To proacCvely modify soluCons to prevent design rule violaCons



Background

• Previous solutions:
• Many fail to consider macros
• Some require Global Routing information for #DRV prediction

GR means global routing
#DRV means number of DRC violations

Our 
Method



Background

• Previous solu5ons:
• Many apply machine learning on every small cropped region



Background

• Challenges of Macros on #DRV predic6on:
• Correla4on between pin density and #DRV largely disappears with macro

Correlation between #DRV and 
coefficient of variation (!

"
) of pin density. 

Each point corresponds to one placement.



Background

• Challenges of Macros on hotspot detection:
• Hotspots tend to aggregate at small gaps between neighboring macros 



Background

• Challenges of Macros:
• A layout with macros is much less homogeneous 
• Homogeneity implies resemblance among different regions of layout 
• Need a larger region to capture global view
• Use deep neural network!



Background
• Convolutional Neural Network

(CNN)
• Fully Convolu6onal Network

(FCN)

Eliminate FC layers 
May use transposed-convolutional to up-sample
Used in image segmentation, object detection

Convolutional (CONV), Pooling (POOL) and
Fully Connected (FC) layers
Widely used in image classification

Image on right side from: Jonathan Long, Evan Shelhamer, and Trevor Darrell. 2017. Fully Convolutional Networks for Semantic Segmentation. (TPAMI)



Features Extraction

• RUDY (Rectangular Uniform wire DensitY) (P. Spinder et al. 2007)
• RUDY is a pre-rouCng congesCon esCmator
• At (𝑥, 𝑦), for 𝑘 𝑡ℎ net with bounding box 𝑥!"#$ , 𝑥!%&$ , 𝑦!"#$ , 𝑦!%&$ :

𝐻𝑎𝑙𝑓 𝑝𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟
𝑎𝑟𝑒𝑎

𝑆𝑢𝑚 𝑢𝑝 𝑎𝑙𝑙 𝑛𝑒𝑡𝑠



Features Extrac3on

• 𝑋!" = 𝑗 𝑡ℎ feature in 𝑖 𝑡ℎ placement

𝑊 𝜇𝑚

H 𝜇𝑚

𝐺𝑟𝑖𝑑 𝑠𝑖𝑧𝑒: 𝑙 𝜇𝑚
𝑙 𝜇𝑚

h =
𝐻
𝑙

w =
𝑊
𝑙

𝑤 × h

𝑋#$ ∈ ℝ% × '



Features Extraction
• Macro:
• region occupied by macros
• density of macro pins in each layer

• Cell:
• density of cells
• density of cell pins

• Global cell:
• cell features at global placement

• Global RUDY:
• RUDY features calculated by global

placement results



Features Extraction
• RUDY
• long-range RUDY
• RUDY from long-range nets

• short-range RUDY
• DURY from short-range nets

• RUDY pins
• pins with density value equal

to the RUDY value of its net
• Conges6on 
• trial global rouCng congesCon
• global rouCng congesCon

• DRC viola6on
• predicCon target / label

For 𝑖56 placement with size 𝑤 × ℎ and F features:
𝑋" ∈ ℝ7×6 ×9



Features Extraction

Input features for #DRV predicSon.
Red: macro region
Green: global long-range RUDY
Blue: global RUDY pins

Input tensor constructed by stacking 2D features:
(1) Pin density, (2) macro (3) long-range RUDY, (4) RUDY pins



Proposed Model

Fully Convolutional Network
(FCN)

Convolutional Neural Network
(CNN)



Proposed Model- #DRV Predic3on

Resize input to 224*224, to
uClize models pre-trained on
images with size 224*224



Proposed Model - #DRV Prediction

Assign placements to 4 different
classes (𝑐:, 𝑐;, 𝑐<, 𝑐=) based on
their level of violaCons (#DRV)

𝑐: represents least #DRV,
while 𝑐= represents most



Proposed Model - #DRV Prediction

Download a pre-trained CNN
model named ResNet18



Proposed Model - #DRV Prediction

Fine-tune CNN with preprocessed data



Filter size indicated in ()

Proposed Model- Hotspot Detec3on

Pixel-wise loss function



Data

• Five designs from ISPD 2015
• ~300 different placements by placing macros in different way
• When each design tested, model trained only on four other designs
• SVM and Logistic Regression (LR) methods for comparison



#DRV Prediction Evaluation

• How methods recognize 
placements with the lowest 
#DRV level (𝑐#)

• The quality of placements selected 
by each method
• The best rank of top ten placements 

predicted to have least #DRV 



#DRV Predic3on Evalua3on

• Y: gap between the ‘best in 10’
and the actually 1st-ranked 
placement with least #DRV 

• X: inference 6me taken for each
method

• RouteNet achieves low inference 
6me and high accuracy at the
same 6me



DRC Hotspot Detection Evaluation

• Same decision threshold is used for all designs
• Slight different FPR, but all under 1%
• RouteNet is superior to all methods and improves global rou6ng 

accuracy by 50% 

TPR (True Positive Rate)
FPR (False Positive Rate)



DRC Hotspot Detection Evaluation



DRC Hotspot Detection Evaluation

• Variations of FCN 
• Infer seen: Training and inference on different placements of the same circuit 
• Less data: Trained on data from less designs
• No short: Shortcut structure is removed
• Less conv: Three convolutional layers are removed
• No pool: Pooling layers are removed

Importance of large recep2ve 
region and global informa2on. 



DRC Hotspot Detec3on Evalua3on

• Variations of baselines
• 5×5: Use window size of 5×5 grid cells to capture 

neighboring features of each grid cell. 
• 9×9: 9 × 9 grid cells of window size.

Large recep2ve region 
gives be8er results

But even larger window 
blurs local informa2on 

RouteNet is be8er choice



Conclusion

•We propose RouteNet:

• Enables a global view for less homogeneous layout 

• Faster overall routability forecast at placement

• More accurate hotspot detection at global routing
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