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ABSTRACT
Machine learning (ML) techniques have demonstrated remarkable

effectiveness in electronic design automation (EDA). ML models

need to be trained on diverse circuit datasets for better accuracy

and generalization capabilities. However, the availability of circuit

data remains a long-standing severe issue. The strong data privacy

concern in the semiconductor industry makes direct sharing of cir-

cuit IPs almost impossible. To address the data availability problem,

open-source datasets like CircuitNet have been proposed, but they

mostly focus on collecting labels of several existing open-source de-

signs, instead of generating any new designs. In this work, we make

an innovative exploration to directly generate new pseudo-circuits

without human effort. We believe that generating pseudo-circuits

is the most promising, if not the only, approach to achieving “big

data” in the semiconductor industry in the foreseeable future. We

demonstrate that pseudo-circuits can significantly boost the perfor-

mance of ML models in early design quality predictions, as early as

the pre-synthesis RTL stage.
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1 INTRODUCTION
Artificial intelligence (AI) techniques have demonstrated remark-

able effectiveness in electronic design automation (EDA) and agile

IC design [11, 21]. For such data-driven technology, access to high-

quality, diverse, and representative circuit data is essential for both

ML model development and evaluation. However, the lack of circuit

data remains a long-standing and primary technical bottleneck.

This is largely attributed to the semiconductor industry’s strong re-

luctance to share their circuits, which are valuable commercial IPs.

The lack of open datasets raises a high barrier to the development

of AI for EDA solutions. For ML model training, the label collection

process can be highly time-consuming and resource-demanding.
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Figure 1: Design augmentation has been developed to gen-

erate benchmarks and improve model performance in ML-

based EDA tasks. To augment the learning in all the EDA

stages, we propose the CircuitGen capable of generating un-

limited RTL circuits of varying complexities and scales.

More importantly, limited open-source circuit designs often can-

not provide sufficient diversity in training, limiting the ML model

performance. As the large language models (LLMs) [6, 15–18] and

large foundation models [4] become a trending topic in agile IC

design, the bottleneck of circuit availability becomes even more

serious.

Several open-source datasets [3, 6, 12, 15, 20] about circuits have

been proposed for various circuit design tasks. However, most

circuit datasets such as CircuitNet [3, 12] help generate labels of ex-

isting open-source circuit designs, instead of generating brand-new

circuit designs. In recent years, several works [5, 13] have explored

the generation of circuit datasets at the layout stage. However, as

Figure 1 shows, these generative methods are limited to circuit

layouts, without enforcing new legal circuit functionalities. As a

result, for many tasks related to circuit functionality, such as those

involving logic synthesis, existing circuit generation methods are

not directly applicable.

In this work, we propose a new framework named CircuitGen

to generate pseudo-circuits without human effort. We believe that

generating pseudo-circuits is the most promising, if not the only,

approach to achieving “big data” in the semiconductor industry in

the foreseeable future. CirCuitGen proposes a deep learning-based

circuit generative model, which not only captures deeper circuit

features but also generates new designs in a controllable manner

based on user-specified circuit requirements. In addition to the

graph connection structure, we also incorporate the type, width,

and logic level information of nodes in the register-transfer level

(RTL) into the directed graph neural network, providing a more

powerful expression ability. Moreover, our proposed logic level-

aware graph generation strategy is more effective in generating

synthetic graphs that closely resemble the topological structure of

real designs. Furthermore, CircuitGen is designed to be capable of

generating large-scale circuit graphs with more than 100K nodes.

Compared to existing general sequential-based graph generative
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models [10, 14, 27, 28], CircuitGen has significantly lower compu-

tational complexity. This is due to our proposed fanout assignment

method, which greatly simplifies the process of adding edges.

To demonstrate the benefit of generated pseudo-circuits, we ap-

ply them as training data of a highly challenging ML for EDA task

involving the processing of circuit functionality: early prediction of

area and timing at the RTL stage. This early prediction requires esti-

mating the behavior of logic synthesis tools. Existing ML solutions

include [9, 19, 22, 25, 26], and we select the latest MasterRTL [9]

and RTLTimer [8] as the standard ML solutions to the problem. By

augmenting the training dataset with generated circuits, the ML

model accuracy proves to be significantly boosted.

Our data generation method will benefit all practitioners with an

interest in AI for EDA techniques, from both EDA and AI commu-

nities, both academia and industry. 1) For EDA researchers, open

datasets will greatly simplify the development process of AI so-

lutions to their interested problems. Open benchmarks provide

a platform for fair and convenient comparison of AI solutions.

Researchers are relieved from the tedious circuit collection, data

generation, and prior work replication processes. 2) For a large

number of AI researchers, this session will attract more of them

to contribute new AI algorithms for EDA tasks, reducing the high

barrier of circuit design background. 3) For the EDA and design

companies, engineers can easily identify and replicate high-quality

AI solutions according to the leaderboard of open benchmarks. In

addition, the EDA industry can collaborate with academia based

on the latest open datasets, if their design IPs cannot be shared.

Contributions in CircuitGen can be summarized below:

• To the best of our knowledge, CircuitGen is the first method

that generates new complete pseudo-circuits for ML model

training as early as the RTL stage.

• The logic level-aware generation method assisted with ML

predictors, user specifications, and predefined constraints

is introduced, which not only makes the generated design

exhibit a closer resemblance to the real design in terms of

its topological structure, but also greatly reduces the time

complexity of generating new graphs and makes CircuitGen

applicable for large-scale circuit generation.

• Experiments on the graph similarity between generated and

original circuits demonstrate that CircuitGen better captures

circuit characteristics and generates pseudo-circuits that are

closer to real designs.

• Experiments on early RTL-stage area and timing prediction

demonstrate that CircuitGen, as a data augmentationmethod,

can help alleviate the data availability problem in AI-based

solutions for EDA tasks.

2 PROBLEM FORMULATION
Given an RTL-level circuit graph 𝑔𝑟𝑒 𝑓 , generate a series of new

circuit graphs {𝑔𝑖 }
𝐷
𝑖=1 from scratch. The new graphs must satisfy

the internal constraint𝐶𝑣𝑎𝑙𝑖𝑑 (a set of rules, e.g., the mux type node

must have three inputs, the first one is a selection signal with 1 bit

and the other are data signals), allowing them to be converted into

RTL code using a parser.

Additionally, we require that these new circuit graphs closely

resemble the reference graph in terms of graph local features. Con-

sequently, these newly generated synthetic designs can enhance

the performance of machine learning models in EDA downstream

tasks when used as training data. In the future, these designs may

also serve as benchmarks to test EDA algorithms.

3 CIRCUITGEN OVERVIEW
In this work, we propose CircuitGen, an RTL-level circuit gen-

eration framework based on reference graph statistics and user

specifications. Figure 2 illustrates the process of CircuitGen in gen-

erating pseudo-circuit designs with controllable arbitrary numbers

and sizes based on a single existing RTL design. Stage I convert

the RTL code into a directed graph representation using predefined

rules. Stage II captures the circuit’s features using ML models and

collects the global statistics (e.g., node type distribution). For each

node, Graph Neural Networks are adopted to predict its parents and

fanout number. The prediction is only based on the subgraph that

contains nodes that precede the given vertex in the topological or-

dering. Stage III uses the trained ML predictors with the predefined

circuit valid constraints, and customized specifications to generate

pseudo-circuits from scratch. Finally, the generated circuit graphs

are converted back to the RTL code for downstream applications.

We define the “logic level" of a node as the maximum distance

from all source nodes (source nodes refer to nodes without parents)

that can reach it. We can perform a topological sort on the nodes

in the circuit graph. By traversing each node in this sequence, the

logical level of a target node is determined by adding 1 to the

maximum logical level among its parent nodes.

The graph generation process of CircuitGen starts from the

input nodes and proceeds sequentially by logic level. Each time a

new logic layer is generated, for each node in that layer, at least

one input edge must be connected to a node in the layer above.

when generating a new logic layer, we utilize two pre-trained GNN

models from the reference design to predict the parents and fanout.

In addition, the number of logic layers can be specified, and the

distribution of the nodes in the logic layers can also be obtained

from the reference design statistics. This generationmethod ensures

that the new circuit is topologically similar to the reference design.

4 METHODOLOGY

4.1 Represent RTL Code with Directed Acyclic
Graph in Stage I

The RTL code is in the format of structural language, named hard-

ware description language (HDL), such as Verilog or VHDL. To

convert RTL code into a graph representation, we developed a

parser based on the open-source tool Yosys to read and compile

the RTL code, obtaining a word-level directed graph representation

that includes edges, “data" nodes such as “input", “output", “reg",

and “operator" nodes such as “adder" and “multiplexer".

Each node has a “type” and “width” attribute after the Yosys

compiler. The “type” attribute includes wire, register, adder, etc.

For “data" nodes, the “width” attribute represents their bit width,

while for “operator" nodes, it represents the bit width of the output

and is determined by the inputs. For example, the width of “mux”

is the maximum width of its two data inputs, and the width of

“cat”(concatenate operator) is the sum.

To facilitate encoding of the circuit, we also need to remove

the edges that lead back to registers from a deeper logic level,

making the final directed graph acyclic. This is because we will do

encoding in a logic-level aware way and the generation process is

an autoregressive manner according to the topological ordering.

After removing loops from the graph, we add a “logic level" attribute

to each node.

Finally, we obtain a directed acyclic graph 𝐺 (𝑉 , 𝐸), where 𝑉
represents the set of nodes 𝑉 = {𝑣𝑖 } with three attributes on each
node, 𝐸 represents the set of edges 𝐸 =

{
𝑒𝑖, 𝑗

}
and 𝑒𝑖, 𝑗 represents

that there exists one edge from vertex 𝑖 to 𝑗 . Assume the node
number is |𝑉 | = 𝑁 and the edge number is |𝐸 | = 𝑀 .
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Figure 2: An overview of the CircuitGen workflow.

4.2 Circuit Learning in Stage II
In stage II, we train the predictor of the edge and fanout of newly

added nodes by capturing the computation flow of the real circuit.

4.2.1 Motivation of Feature Learning. If simply randomly assign
parents for each new node, a significant amount of redundancy will

be introduced into the generated pseudo circuit. This redundancy

will be removed by logic synthesis tools during optimization. For

example, if the single-bit selection signal of a MUX turns out to be

a constant value, the other non-select input path will be removed

during synthesis. Our subsequent experiments have shown that

randomly assigning edges can greatly exacerbate this redundancy.

Such redundancy is less common for human-crafted design RTL.

Furthermore, randomly assigning edges will fail to capture many

local circuit patterns. For example, themajority of circuit nodes only

have a single child, while some nodes may have a larger fanout. In

CircuitGen, we have employed directed GNN-based edge predictors

and fanout predictors trained on the reference circuit to better

capture the circuit features in real design.

4.2.2 Edge Predictor. For a newly added node 𝑣𝑖 that has no connec-
tions with the graph, the edge predictor can compute the probability

of an edge existence between this new vertex and any other node

in the graph. Let’s assume that the node 𝑣𝑝 ’ embeddings are repre-
sented as ℎ𝑝 , and the feature vector of node 𝑣𝑖 is represented as 𝑧𝑖 .
The edge predictor can be formulated as an MLP with a sigmoid

activation 𝜎 :
𝑝 (𝑒𝑝,𝑖 ) = 𝜎 (𝑀𝐿𝑃𝜃 (ℎ𝑝 , 𝑧𝑖 )) (1)

Where the 𝜃 is the MLP parameters and 𝑝 (𝑒𝑝,𝑖 ) represents the
edge existence probability between vertex 𝑣𝑝 and 𝑣𝑖 . So the current
problem is how to compute the feature vector and embeddings for

the node. For node features, we adopt the one-hot encoding for the

“type” attribute and obtain a 𝑇 dimension vector 𝑡𝑖 . In addition, we
perform positional encoding to the “logic level” attribute inspired

by the widely used Sinusoidal PE technique [23] in transformers

to facilitate learning the positional relationships between different

logic layers in the directed graph.

Then the 𝑇 dimension feature vector 𝑧𝑖 for node 𝑣𝑖 is obtained
by 𝑧𝑖 = 𝑡𝑖 + 𝑃𝐸𝑙 , where 𝑃𝐸𝑙 is the PE encodings for node in logic
level 𝑙 . To obtain embeddings for each node, we follow the directed

graph learning work and update node 𝑣 as:

ℎ
(𝑘+1)
𝑖 = 𝜎

���ℎ
(𝑘 )
𝑖 +

∑
𝑗∈P (𝑖 )

1

𝑐𝑖
·𝑊 (𝑘 ) · ℎ

(𝑘 )
𝑗

�	
 (2)

ℎ
(𝑘 )
𝑖 represents the embedding of node 𝑖 in the neural network’s 𝑘
layer. The P(𝑣) represents the parent nodes set of node 𝑖 .
During the training stage of the edge predictor, for node 𝑖 in

layer 𝑙 , we extract all nodes with logical levels less than 𝑙 as 𝑔<𝑙
and then do graph encoding according to Equation 2. Since the

edge existence is a binary value, we sample some nodes from 𝑔<𝑙
that do not have a connection with node 𝑖 as negative samples and
calculate the loss using cross-entropy.

4.2.3 Fanout Number Predictor. The number of child nodes of a
node is referred to as the node’s fanout. In digital circuits, fanout is

an important characteristic that reflects a node’s driving capability

and, to some extent, indicates the node’s significance within the

circuit logic. The fanout predictor uses the node’s embedding ag-

gregated from its parents to predict its fanout. Assume we can get

the embeddings of the target node as ℎ𝑖 according to Equation 2,
then the fanout predictor can be written as follows:

𝐹𝑎𝑛𝑜𝑢𝑡 (𝑖) = 𝑀𝐿𝑃𝜙 (ℎ𝑖 ) (3)

To predict the number of child node, we can use mean squared

error (MSE) loss during the training process.

4.3 Graph Generation in Stage III
In this section, we will introduce our ML predictor-assisted circuit

generation process in detail.

4.3.1 Logic-Aware Autoregressive Generation Overview. Our graph
generation framework based on logic levels conforms to the inher-

ent logic of circuits, enabling the generation of synthetic graphs

that closely resemble the topological structure of the reference

circuit design.

Considering the connection relationships between circuit nodes

have strong constraints, the generation process should be per-

formed in a step-by-step manner rather than generating the adja-

cency matrix in one shot [24]. This is because, during the process

of stepwise graph expansion, we can identify and correct any in-

valid connection relationships at any intermediate step. Therefore,

we follow the topological order of the circuit nodes to gradually

construct the entire graph. The advantage of this approach is that

when adding new nodes, we already have the information of the
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Figure 3: In process 1©, we randomly sample a set of nodes with type attributes for the newly added logic layer based on the

global information of the reference circuit. In the second step 2©, we select parent candidates according to the connection

constraints, also ensuring that the current node must have at least one parent node from the previous logic layer. In the third

step 3©, we use the trained edge predictor to select a parent node from the parent candidates. In steps 4© and 5©, we update the

node fanout and width based on the inputs. The operation for other nodes in this layer follows the same procedure.

entire input cone to predict the node properties, and we only need

to assign its parent node from the existing subgraph.

The nodes generated in sequence according to logic levels do

not have interconnections, and each node has at least one input

edge originating from a node in the preceding logic level. This

approach significantly simplifies our generation process. In addition,

our proposed logic level-aware autoregressive generation method

leverages the topological statistics of the reference design, enabling

the generated design to more closely resemble the real design in

terms of the graph structure.

4.3.2 Circuit Generation Process in Detail. Given an existing sub-
graph 𝑔<𝑙 , Figure 3 illustrates the 𝑙-th layer generation. In practice,
we start the graph construction from the first logic layer containing

only “in" nodes.

In process 1©, we assign a set of nodes with type attributes to

the new logic layer. Based on the global statistics of the reference

design obtained in stage II, we extract the distribution of node

numbers across each logic level as 𝑁𝑙𝑎𝑦𝑒𝑟 and the distribution of

node numbers for different types as 𝑁𝑡𝑦𝑝𝑒 . To generate the 𝑖-th
logic layer (𝑙=130 in Figure 3), we sample from 𝑁𝑙𝑎𝑦𝑒𝑟 and 𝑁𝑡𝑦𝑝𝑒 ,

thereby creating several new vertices with node “type" attributes.

It is important to note that at this stage, the newly added nodes

lack “width" attributes because their connectivity has not yet been

determined.

In the following procedure, We will sequentially process these

newly added nodes to determine their parent candidates and width

attributes. In process 2©, for node ADD, we need to determine a set

of parent candidates from the existing subgraph. The criteria for

selecting candidates are as follows: Firstly, due to the constraints

imposed by the assigned fanout on node outputs, the fanout at-

tribute of the parent node must be greater than its number of child

nodes. Secondly, at least one parent must be located in the preced-

ing logic layer which is highlighted as a red dot line. Otherwise,

the logic level of the node will no longer be 𝑙 , conflicting with our
assumptions. Lastly, the parent nodes must comply with predefined

circuit constraints. For example, different types of nodes have vary-

ing fan-in requirements: “reg" nodes require 1 input, “mux" nodes

require 3, while “cat" nodes have no restrictions.

In process 3©, we use the edge predictor to calculate the edge

existing probability based on the embedding of each parent candi-

date and the feature vector of the newly added node. Based on the

obtained probability distribution, we sample a specified number

of parent nodes in a stochastic way. It is also important to ensure

that the newly added edges comply with predefined rules during

this process. For instance, a “mux" node must have at least one

single-bit input.

In process 4© and 5©, we update the bit-width information of

the node based on its type and the bit-width of its parent nodes.

Additionally, we assign the fanout attribute to the node using the

fanout predictor. At this point, the node 𝑖 (ADD in Figure 3) has

been fully processed. Subsequently, we apply the same procedure

to the other nodes in this logic layer.

It is important to note that some nodes in the subgraph 𝑔<𝑙 may
reach their fanout limit and thus can no longer be considered as par-

ent candidates as process 6© shows. However, the node embeddings

in 𝑔<𝑙 do not need to be recomputed. This is because our graph
encoder employs a directed message-passing approach, and there

are no connections between nodes within the same logic layers.

4.3.3 The Graph Generation Process Discussion. In the generation
process, we can specify the node number and proportion of different

types. Moreover, we can also control the logic length and newly

generated node number at each logic level. This makes it easier to

generate circuits that meet users’ specific requirements.

Our proposed generation flow has a better time complexity com-

pared with the representative general graph generation works. In

their generation process, each newly generated node requires edge

probability prediction with all existing nodes, leading to a time com-

plexity of 𝑂 (𝑁 2). The generation cost is unaffordable, especially
for large-scale graphs such as RV design with around 100K nodes.

By introducing the fanout constraint, we can significantly reduce

the number of parent candidates. This is because, in real circuits,

the node majority have a fanout of 1. For example, in the graph

representation of the TinyRocket design, nodes with a fanout of 1

account for 86.2% of the total, while nodes with a fanout greater

than 5 account for only 2.05%.

5 EXPERIMENTAL RESULTS
The register-transfer level (RTL) stage is a crucial early step in

modern VLSI design flows, providing maximum optimization flexi-

bility. To meet design specifications, it is essential for designers to

optimize their RTL designs adequately at this early stage. Recently,

ML-based RTL-level PPA prediction methods have been proposed,

which can directly predict the performance of designs without logic

synthesis [25] [9] [8]. This can greatly accelerate the design iter-

ation process. However, this application is limited by insufficient

open-source RTL code.

The primary objective of this experiment is to utilize the pro-

posed CircuitGen model to generate a set of pseudo-design training
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Figure 4: Netlist statistics for the three synthetic datasets and real benchmarks are presented. The distributions of four types

of features: area, sequential cell number, violating path number, and WNS are shown in (a), (b), (c), and (d), respectively. The

dataset generated by CircuitGen exhibits broader feature coverage and its feature distributions are closer to those of the real

designs compared to GraphRNN [27] and DVAE[28].

datasets and to explore the effectiveness of new synthetic circuits

for QoR modeling at the RTL level. To the best of our knowledge,

this is the first work of applying complete pseudo-RTL designs to

machine learning tasks in the EDA frontend stage.

5.1 Experiment Setup
Firstly, we constructed a dataset containing 22 designs with an av-

erage size of 13.5K gates based on open-source RTL, which consists

of (1) 8 designs in Chipyard [2], (2) 8 designs in Opencores [1], (3)

6 designs in ITC’99 [7]. The dataset encompasses a broad range

of digital circuit modules, such as CPU cores and cryptographic

units with almost the highest quality available in the open-source

community.

To obtain the netlist features after the synthesis stage including

design area, reg slack (SL), worst negative slack (WNS), and total

negative slack (TNS), Synopsys Design Compiler® 2021 with the

NanGate 45nm technology library is used. In order to maintain

consistency with real-world scenarios, multiple Design Compiler

parameters are used, and the PPA value on the Pareto curve is used

as the design ground truth label to ensure optimal trade-offs.

To prepare for the pseudo-data, we not only used CircuitGen to

generate a set of synthetic designs but also employed two represen-

tative graph generative models, GraphRNN [27] and DVAE [28], to

produce two additional datasets for comparison. Since these models

were not originally customized for circuit generation, we modified

the official code and incorporated circuit constraints to ensure that

the generated graphs could be converted into RTL code.

We utilized an Intel(R) Xeon(R) Gold 6438Y+ processor and

8*4090 GPUs as the platform. For CircuitGen, we employed 2-layer

and 5-layer message passing for the edge predictor and fanout

predictor, respectively. This lightweight model allows for paral-

lel training across the entire graph, enabling model convergence

within a few minutes even when using only the CPU. In contrast,

GraphRNN [27] is based on RNN and DVAE [28] is based on a

sequential variational autoencoder. Their time complexity grows

quadratically with the number of nodes, resulting in several days

of training time to achieve model convergence, even for relatively

small graphs. These graph learning models are all trained on the

TinyRocket and aes_cipher_top designs.

To ensure greater diversity in the pseudo-designs, we randomly

specify the number of nodes to be between 5K and 20K, and the

maximum logic level to be between 200 and 1000. Additionally, we

can manually control the ratio of different types of nodes to obtain a

wider variety of circuits. Under the same circuit predefined settings,

we generated circuits using the three generative models including

our CircuitGen.

5.2 Observation for Synthetic Dataset
Figure 4 presents the statistical data of the synthesized circuits

from the pseudo datasets generated by the three models, along

with the real design benchmark. The statistics include circuit area,

sequential cell number, violating path number, and worst negative

slack.

From the area statistics, we can observe that although a simi-

lar node number is specified for the three-generation models, the

graphs produced by CircuitGen still retain a significant area after

synthesis. This indicates that, compared to CircuitGen, the graphs

generated by the other two baseline methods contained a consid-

erable amount of logic redundancy that was optimized during the

synthesis stage.

The design area obtained by CircuitGen is notably larger than

that of the real design benchmark. This is because the node number

we specified is large, and we did not intend to make the size of the

generated circuit similar to the existing benchmark.

In terms of the number of sequential cells, the designs gener-

ated by CircuitGen are more similar to the real designs, whereas

the designs produced by GraphRNN [27] have most of their regis-

ters synthesized away. This is also due to logical redundancy; for

instance, registers connected to nodes that are determined to be

constant values during logic analysis will be removed.

Additionally, although the graphs generated by DVAE [28] still

contain a significant number of sequential cells after synthesis, the

very small violating path number indicates that the connection

paths of these registers are very short, which does not align with

real circuits. On the other hand, CircuitGen still shows no significant

gap compared to real designs in terms of the path number metric.

Finally, the WNS metric reflects the longest delay in signal trans-

mission between registers in the netlist, which can partially indicate

the length of the paths. We observe that the graphs generated by

GraphRNN [27] and DVAE [28] exhibit very small WNS values,

failing to capture the delay characteristics inherent in circuits. In

contrast, CircuitGen demonstrates a broader coverage of WNS even

compared to real designs, indicating that CircuitGen can generate

circuit structures with a wide range of WNS values.

A significant gap between RTL design and its netlist can be detri-

mental to ML-based task learning. This discrepancy arises because

these designs may significantly differ from the distribution of real

datasets, potentially reducing the model’s accuracy. Considering
CircuitGen’s ability to achieve broader statistics coverage, it
is more suitable to generate and select better pseudo designs
in downstream ML-based EDA tasks for data augmentation.
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Target R MAPE RRSE Target R MAPE RRSE Target R MAPE RRSE Target R MAPE RRSE

No Pseudo-Circuits

WNS

0.86 20 % 0.83

TNS

0.81 50% 0.97

Register Slack

0.7 27% 0.83

Area

0.89 30 % 0.62

GraphRNN [27] 0.88 21 % 0.83 0.80 54 % 0.97 0.7 27% 0.83 0.84 44 % 0.75

DVAE [28] 0.88 24% 0.86 0.78 50 % 0.97 0.69 29% 0.94 0.84 61% 0.96

CircuitGen 0.90 23 % 0.79 1.0 42% 0.60 0.75 17 % 0.72 0.93 22% 0.29

(a) Basic training dataset contains 15 real designs

Target R MAPE RRSE Target R MAPE RRSE Target R MAPE RRSE Target R MAPE RRSE

No Pseudo-Circuits

WNS

NA 52 % 2.1

TNS

NA 67% 1.1

Register Slack

0.52 34% 1.05

Area

0.65 66 % 1.3

GraphRNN [27] 0.71 42 % 1.7 -0.30 74% 1.1 0.52 34% 1.05 0.51 77 % 1.6

DVAE [28] 0.75 77% 2.6 0.76 93 % 1.1 0.49 36% 1.31 0.70 86% 2.4

CircuitGen 0.88 36 % 1.3 1.0 63% 0.61 0.62 28 % 0.83 0.97 31% 0.46

(b) Basic training dataset contains 5 real designs

Table 1: Model Performance on the WNS, TNS, register slack, and area prediction tasks. The basic training dataset in (a) and (b)

contains 15 and 5 real designs respectively. In (a) and (b), the augmentation datasets are added to the basic training set, each

always with 25 pseudo-circuits, generated from CircuitGen, GraphRNN [27], and DVAE [28].

5.3 Downstream Tasks at RTL Stage
In this section, we will explore the potential applications of pseudo

circuit generation for QoR prediction at RTL-level and we mainly

refer to the overall design evaluation (i.e., area, WNS, and TNS)

method proposed by MasterRTL [9] and fine-grained timing slack

evaluation by RTL-Timer [8].

We use three metrics to measure model performance, They are

correlation coefficient (R), Mean Absolute Error Percentage (MAPE),

and Root Relative Square Error (RRSE). The lower MAPE and RRSE

indicate a better model performance.

We randomly selected 5 and 15 designs in the real benchmark to

create two different basic training datasets and randomly selected

the 7 designs (Not overlapping with the training set) as the testing

set. For each basic training dataset, we augmented it with different

synthetic datasets (i.e., three sets of 25 designs each, generated

respectively by CircuitGen, GraphRNN [27], and DVAE [28]) to

study how these pseudo-designs affect model performance.

5.3.1 Area Prediction. The area prediction accuracy is shown in
Table 1. In both basic training dataset settings, models trained on

the combined dataset augmented with CircuitGen-generated data

always outperformed the model trained solely on real designs and

performed the best in all the metrics. It is noteworthy that the mod-

els augmented with both DVAE [28]-generated and GraphRNN [27]-

generated data performed even worse, regardless of the training

dataset setting. This may indicate the significant gap between data

generated from the two baselines and the real one due to the logic

redundancy.

5.3.2 WNS and TNS Prediction. To implement the overall timing
model for WNS and TNS prediction, we follow the two-step proce-

dure described in [9]: (1) training a path-level timing model, and

(2) design-level calibration.

The overall timing results are shown in Table 1. Benefiting from

the pseudo-designs generated by CircuitGen, themodel achieves the

best performance across most metrics, attaining an R of 1 for TNS

prediction in the training settingwith 15 real designs. The results for

GraphRNN [27] and DVAE [28] are similar to those for the area, and

in many cases, they lead to performance reduction. As observed

in Figure 4, the synthetic data generated from GraphRNN [27]

and DVAE [28] contain very few paths with large delays. This

discrepancy may have caused the model’s learning to deviate from

the normal timing features.

5.3.3 Register Slack Prediction. In addition to the above overall
design quality evaluation, we employ fine-grained register slack

prediction for RTL designs [8]. This task is more challenging than

overall quality prediction as it requires accurate modeling of the

critical timing slack for each register within the logic cone. It can

significantly reflect the details (e.g., topological levels and connec-

tivity between register pairs) of our generated RTL designs.

Similar to the analysis of the previous experiments, incorporat-

ing synthetic data generated by CircuitGen allowed the machine

learning model to achieve the best performance across all metrics.

In this experiment, violating paths were extracted from the designs

to serve as the training data. However, due to the lack of usable

paths from GraphRNN [27], there was no gain to the basic training

set. Therefore, the model performance trained on real designs plus

GraphRNN [27]-augmented pseudo-circuits is the same as that only

trained on real designs. Moreover, although DVAE [28] provided

some paths, the significant discrepancy between their delays and

the actual distribution still led to poorer model performance in all

the cases.

6 CONCLUSION
Data-driven automation in digital circuit design has been widely

applied in recent years. However, the number of existing open-

source circuits is often limited, and large-scale designs are even

rarer. To alleviate this problem, we designed a customized genera-

tive model for RTL in a logic-level aware manner. This technique

greatly speeds up the graph generation process and makes Cir-

CuitGen applicable for large-scale graph generation. Experimental

results demonstrate that CirCuitGen has a better circuit generation

ability than existing general graph generative works. Furthermore,

the comprehensive analysis of area, WNS, TNS, and register slack

prediction tasks further demonstrates that CirCuitGen, as a data

augmentation method, helps improve the performance of existing

machine learning models.
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