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Abstract Within the electronic design automation (EDA) domain, artificial intelligence (AI)-driven solu-
tions have emerged as formidable tools, yet they typically augment rather than redefine existing methodolo-
gies. These solutions often repurpose deep learning models from other domains, such as vision, text, and
graph analytics, applying them to circuit design without tailoring to the unique complexities of electronic
circuits. Such an “AI4EDA” approach falls short of achieving a holistic design synthesis and understanding,
overlooking the intricate interplay of electrical, logical, and physical facets of circuit data. This study argues
for a paradigm shift from AI4EDA towards Al-rooted EDA from the ground up, integrating Al at the core of
the design process. Pivotal to this vision is the development of a multimodal circuit representation learning
technique, poised to provide a comprehensive understanding by harmonizing and extracting insights from
varied data sources, such as functional specifications, register-transfer level (RTL) designs, circuit netlists,
and physical layouts. We champion the creation of large circuit models (LCMs) that are inherently multi-
modal, crafted to decode and express the rich semantics and structures of circuit data, thus fostering more
resilient, efficient, and inventive design methodologies. Embracing this Al-rooted philosophy, we foresee a
trajectory that transcends the current innovation plateau in EDA, igniting a profound “shift-left” in elec-
tronic design methodology. The envisioned advancements herald not just an evolution of existing EDA tools
but a revolution, giving rise to novel instruments of design-tools that promise to radically enhance design
productivity and inaugurate a new epoch where the optimization of circuit performance, power, and area
(PPA) is achieved not incrementally, but through leaps that redefine the benchmarks of electronic systems’
capabilities.

Keywords Al-rooted EDA, large circuit models (LCMs), multimodal circuit representation learning, circuit
optimization
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1 Foundation model paradigm

The landscape of artificial intelligence (AI) has been profoundly transformed in recent years by the advent
of large foundation models. These models, characterized by their vast scale and general applicability,
have demonstrated an uncanny ability to understand, predict, and generate content with a level of
sophistication that was previously the exclusive domain of human intelligence.

1.1 Rise of foundation models

Large foundation models represent a significant leap in Al. These models, typically pre-trained on web-
scale datasets using self-supervision techniques [1], have been adapted to excel in a wide array of down-
stream tasks. In the fields of natural language processing (NLP) and computer vision (CV), these models
have not only set new benchmarks but have fundamentally redefined the realms of possibility.

In NLP, models like BERT [2] and its derivatives, including RoBERTa [3] and T5 [4], have revolution-
ized language understanding, especially in contextual interpretation of text, thereby enhancing complex
language-based tasks. Concurrently, the decoder-only GPT series [5] has shown remarkable versatility,
excelling in diverse tasks from creative writing to code generation and pointing towards the burgeoning po-
tential of artificial general intelligence (AGI). In the CV area, self-supervised foundation models [6-8] have
achieved competitive performances in image understanding tasks, rivaling fully supervised approaches.

The recent advent of multimodal foundation models has ushered in a new era of possibilities, integrat-
ing diverse data types such as text, images, and audio. A pioneering example is the CLIP model [9],
which effectively bridges linguistic and visual data through contrastive learning. This innovation has
set the stage for generative models like DALL-E [10] and Stable Diffusion [11], which demonstrate the
capability to generate intricate images from textual descriptions, seamlessly blending visual and linguistic
understanding. Additionally, the recently introduced promptable CV systems (e.g., SAM [12]) have ex-
hibited exceptional zero-shot generalization in image segmentation, enabling precise object identification
and extraction. The emergence of GPT-4V [13] and Gemini [14] further exemplifies the evolution of Al,
seamlessly navigating and synthesizing multimodal information, thereby opening new avenues for inno-
vation across various fields, from creative content generation to complex problem-solving in engineering
and design.

Despite these advancements, the field of circuit design has only begun to scratch the surface of what
foundation models can offer. This hesitant engagement contrasts starkly with the transformative potential
these models hold for this important field.

1.2 TUnique challenge of circuit data

In the realm of circuit design, a notable phenomenon is the inherent similarity of many new designs to past
iterations. Despite these similarities, designers frequently face the challenge of recreating or redesigning
circuits from scratch, driven by the subtle yet critical nuances required to meet ambitious performance,
power, and area (PPA) objectives. This repetitive process highlights the need for a learning solution that
can effectively draw from historical successes and failures.

The emergence of AT for electronic design automation (AI4EDA) solutions [15] marks an attempt to
integrate machine learning (ML) techniques into circuit design and optimization. Specifically, AIAEDA
involves applying or adapting existing ML algorithms and AI methodologies to improve specific tasks
within the current electronic design automation (EDA) framework. These advancements represent signif-
icant progress but often only augment, rather than redefine, existing methodologies. Typically, AI4EDA
repurposes deep learning models from other domains for EDA tasks such as PPA estimation and opti-
mization, verification, or fault detection. However, within the confines of traditional design frameworks,
these models act more as individual analytical tools than as integral components of the design process,
often failing to fully address the unique complexities of circuit data.

However, the distinctive nature of circuit data poses unique challenges for machine learning. Unlike
text, images, or regular graph data, circuit design intricately intertwines computation with structure.
Minor structural changes can lead to significant functional impacts, and vice versa. This interdependency
renders the task of modeling circuits highly nuanced and complex. Without considering the above, existing
AT4EDA solutions frequently fall short in achieving a comprehensive synthesis and understanding of the
multifaceted interplay between electrical, logical, and physical aspects of circuit data, which is essential
for truly innovative design synthesis.
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Recent advancements in Al-rooted circuit representation learning, such as those presented in [16,
17], have begun to address these unique challenges. The integration of multimodal learning presents a
significant opportunity to further enhance their effectiveness. By adopting the principles and capabilities
demonstrated by existing foundation models on various types of data, we conceptualize a paradigm shift
from AT4EDA to Al-rooted EDA from the ground up. Here, Al-rooted EDA refers to the development
of new ML techniques and methodologies for EDA that are fundamentally based on Al principles from
the ground up. It involves developing representation learning solutions for circuit data from scratch and
creating new EDA solutions that inherently rely on Al techniques for their core functionality.

Pivotal to this vision is the development of sophisticated large circuit models (LCMs). Envisioned as
models adept at integrating and interpreting diverse data types specific to circuit design, LCMs could
potentially revolutionize the design, optimization, and verification processes of electronic circuits.

1.3 Feasibility and promises of Al-rooted LCMs

In the world of semiconductor design, the potential for leveraging large circuit models is not just aspira-
tional; it is rooted in a rich heritage of technological evolution.

Decades of research and development have yielded a vast repository of circuit data. Though proprietary
barriers exist, there is enough in the public domain [18, 19]1) to fuel the development of robust, intelligent
models. The industry’s long history provides data that is richly annotated with domain expertise, offering
deep insights into the intricacies of circuit design.

Moreover, the landscape of circuit types, though vast, is marked by commonalities that transcend
individual designs. Processors, domain accelerators (e.g., digital signal processors (DSPs) and Al ac-
celerators), communication modules, and other core components display a pattern of design module
reuse. Examples of these reusable modules include arithmetic units, various decoders, and cryptographic
cores. This consistency provides a predictable pattern-akin to an inductive bias that is conducive to the
application of machine learning models.

Advances in neural network architectures, particularly Transformers [20] and graph neural networks
(GNNs) [21], are well-suited to capturing the complex, graph-like structure of circuit schematics. They
present an opportunity to transform the intricate web of design elements into actionable insights, a feat
previously unattainable. The Al advancements from other domains, e.g., CLIP model with multimodal
machine learning capabilities [22] and large language models for code generation [23], further underscore
the potential for transformative applications in LCMs. These capabilities could be adapted to address the
unique challenges in circuit designs of various forms, enabling more nuanced and comprehensive modeling
than ever before.

In summary, while the challenges are nontrivial, the development of LCMs is poised on a solid foun-
dation of historical data, pattern prevalence, and cutting-edge computational techniques. The potential
for LCMs to revolutionize the field of EDA is not just a theoretical possibility but a tangible goal, driven
by the convergence of historical knowledge and modern Al advancements. By processing and interpret-
ing a diverse array of data sources and formats, including schematic diagrams, textual specifications,
register-transfer level (RTL) designs, circuit netlists, physical layouts, and performance metrics, LCMs
can facilitate a ‘shift-left’ in the design methodology. This proactive Al-rooted approach enables the
early identification of potential performance issues and design bottlenecks, streamlining the testing and
redesign processes, and leading to more informed and efficient development cycles.

1.4 Overview of this perspective paper

This paper embarks on a comprehensive exploration into the dawn of Al-rooted EDA, focusing on the
development and application of large circuit models that inherently incorporate multimodal data. Span-
ning 9 sections, the sudy delves into the historical evolution of EDA, the current state of Al in this field,
and the promising future shaped by LCMs.

Section 2 provides a historical overview of EDA; tracing its evolution alongside the semiconductor
industry. It emphasizes how the field has navigated challenges of complexity through abstractions, setting
a foundation for understanding the significance of LCMs in this evolving landscape. Next, we discuss
the current integration of Al in EDA in Section 3, highlighting how deep learning has been utilized to
improve EDA processes.

1) OpenCores. OpenCores. http://opencores.org/.
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In Section 4, we introduce Al-rooted LCMs, illustrating their departure from traditional AT4EDA
approaches. It delves into how these models encapsulate the intricacies of circuit design, offering a
more comprehensive approach to circuit analysis and even creation. Focusing on the development of
unimodal circuit representation learning, Section 5 discusses its critical role in building the foundation
for multimodal LCMs. It explores the nuances of this approach in achieving a thorough understanding of
circuit data. Then, Section 6 navigates the transition to multimodal integration in LCMs. It discusses the
development of techniques to align and integrate representations from different design stages, emphasizing
the importance of preserving the original design intent.

Section 7 illustrates the potential applications of LCMs through case studies and envisioned scenarios,
bridging the gap between theoretical concepts and practical implementations. In Section 8, we explore
the application of LCMs in specialized circuit domains, discussing how these models can be adapted to
cater to the unique needs of diverse circuit types other than standard digital circuits, including standard
cell designs, datapath units, and analog circuits.

Next, we discuss the challenges and opportunities presented by the adoption of LCMs in EDA in
Section 9. It highlights issues such as data scarcity and scalability, as well as the potential advancements
these challenges can foster. Finally, the study concludes with a summary of the key insights and a
forward-looking perspective in Section 10. It calls for continued collaboration between the Al and EDA
communities and suggests future research avenues to further advance the field.

2 Historical odyssey of EDA

As we stand on the precipice of this new frontier of Al-rooted EDA, it is vital to appreciate the historical
EDA journey. Understanding the evolution of cutting-edge EDA tools, methodologies, and philosophies
will provide invaluable context for the challenges and opportunities that lie ahead.

2.1 Core objectives and complexities in EDA

The odyssey of EDA is a chronicle of human ingenuity and technological advancement. It is a story that
mirrors the exponential growth of the semiconductor industry, fueled by Moore’s Law, and characterized
by the ceaseless push for smaller, faster, and more efficient electronic devices. The journey from simple
logic circuits to today’s billion-transistor integrated circuits (ICs) has necessitated a layered hierarchical
design methodology with the help of sophisticated EDA toolsets. This hierarchy, marked by stages such
as specification, architecture design, high-level algorithm design, RTL design, logic synthesis, and physical
design, allows for incremental refinement of the circuit design, each stage adding a layer of detail, ensuring
functionality while striving for optimization.

The journey of EDA is not just marked by the sophistication of its tools but also by the fundamental
goals that drive its evolution. Two core objectives have consistently shaped the development of EDA
solutions:

e Equivalence and consistency across transformations. Ensuring that each transformation
from behavioral descriptions to gate-level implementation and from logical to physical representation
maintains the original design intent is essential. C-RTL equivalence checking, assertion-based verification
(ABV), logic equivalence checking (LEC), sequential equivalence checking (SEC), and various types of
simulation tools have been indispensable in this regard, providing designers with the assurance that
despite the myriad of transformations a design undergoes, the end result is functionally equivalent to the
original specifications. This integrity across various stages, including architecture design, logic synthesis,
technology mapping, and place-and-route, is the bedrock upon which reliable electronic design is built.

e Optimization of PPA and other design factors. The relentless pursuit of optimizing perfor-
mance, power, and area is central to EDA. As designs scale and complexities increase, the balance between
these three aspects becomes more challenging to achieve. Tools dedicated to PPA optimization employ
a variety of techniques, including predictive modeling, heuristic algorithms, and iterative refinement, to
squeeze out efficiencies at every level of design. Meanwhile, the traditional PPA triad is no longer the
sole focus. With the advent of ultra-deep submicron technologies, new concerns have emerged. Circuit
reliability has taken center stage, with issues such as electromigration and thermal effects becoming criti-
cal. Manufacturability is another growing concern, as variability in fabrication processes can significantly
impact yield and performance.



Chen L, et al. Sci China Inf Sci  October 2024, Vol. 67, Iss. 10, 200402:5

Design Spec
Architecture

Direct C/C++ Chisel

RTL coding Physical
Verification

Verification Design Rule
e Check
Electronic

Rule Check

Layout vs
SChema‘ic

HDL Generation

<

Technology
Mapping/DFT

Formal

Physical Simulation

Design

Analysis

Parasitic
Extraction

Timing
& Noise

Power
& IR Drop

Layout
Synthesis

Logic
Synthesis

Figure 1 Typical (a) front-end and (b) back-end design flows.
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In the fiercely competitive realm of electronic product development, reducing time-to-market (TTM)
is paramount. The rapid evolution of consumer electronics, exemplified by the yearly refresh cycles of
smartphones and wearables, underscores the urgency to expedite product launches to capture market
share and meet consumer expectations. This pressure significantly impacts the EDA process, where the
need for TTM can sometimes compromise design thoroughness, leading to potential flaws. For instance,
under the gun to release the next generation of microprocessors, teams may bypass exhaustive verification
in favor of meeting launch windows, risking the introduction of bugs into the final product. When such
issues are not amendable through engineering change orders (ECO) [24], they necessitate a costly and
time-consuming redesign, further exacerbating time-to-market pressures. Therefore, this cycle highlights
the crucial need for EDA solutions that not only streamline design and verification processes but also
ensure design accuracy from the outset.

2.2 EDA for front-end design

In the 1980s, the growth of the semiconductor sector was hindered by the manual creation of large
schematics, significantly limiting design productivity [25]. The narrative of front-end EDA tools is a tes-
tament to the field’s evolution from the era of hand-drawn schematics to the sophistication of automated
logic synthesis. This evolution has been underpinned by the introduction of hardware description lan-
guages (HDLs) like Verilog and VHDL, which have become the bedrock for digital design representation,
simulation, and verification.

A typical front-end design flow, also known as logic design, is shown in Figure 1(a), in which the
design specification is transformed into a logic netlist. The front-end design flow begins with a design
specification, followed by architecture exploration. Subsequently, HDLs are created to translate the
design into a form suitable for implementation, typically at the RTL abstraction level. The introduction
of hardware construction languages (like Chisel [26]) and C/C++ high-level synthesis (HLS) adds a new
dimension to front-end design and offers more flexibility and efficiency in addressing the complexities of
modern front-end design.

After RTLs are created or generated from HLS tools, designers first use static analysis tools such
as Lint [27] to identify potential errors and then apply various verification techniques, including logic
simulation, emulation, and various formal methods (e.g., model checking). These techniques collectively
contribute to validating the functionalities of the RTL design faithfully following the design specification.
The verification and testing processes, spanning various transformations and stages, are integral compo-
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nents of design flows, typically consuming between 60% to 70% of the total engineering efforts allocated.
This substantial investment underscores their critical role in ensuring the functionality and reliability
of circuit designs. Across diverse abstracts of circuit designs, a plethora of verification techniques are
employed, reflecting the nuanced requirements and challenges encountered at each stage of development.
For example the C-RTL equivalence checking rigorously compares the RTL implementations against the
C-based specification models. This verification method, as evidenced by studies such as [28,29], is fre-
quently applied, particularly in the context of data-path intensive designs, as highlighted by [30]. Given
that circuit designs within this abstract primarily encapsulate hardware behavior while abstracting con-
crete physical details, theorem provers and satisfiability modulo theories (SMT) solvers emerge as pivotal
tools for enhancing verification efficacy [31,32].

Next, the RTL implementation undergoes the next stage in the design flow, wherein logic synthesis
tools have revolutionized the way HDL code is transformed into gate-level representations. Logic syn-
thesis typically involves three main steps: elaboration, logic optimization, and technology mapping. The
primary objective of logic synthesis is to transform RTL codes into a gate-level netlist that meets spe-
cific design constraints while optimizing for power efficiency, maximizing performance, and minimizing
the required silicon area, all within an acceptable timeframe. An indispensable aspect of logic synthesis
involves conducting logic and sequential equivalence checks between optimized netlists and their initial
counterparts, as underscored by studies such as [33-35]. Furthermore, custom equivalence checking tech-
niques have been tailored to cater to specific circuit design requirements, such as those pertaining to
clock-gating [36].

The collective progression of these front-end design and verification tools has not only streamlined the
design process but also expanded the realm of what is possible in digital circuit design. As we navigate
increasingly complex design landscapes, these tools have become indispensable in the relentless pursuit
of innovation and optimization in digital systems.

2.3 EDA for back-end design

For modern very-large-scale integration (VLSI) designs, the back-end design flow, also referred to as
layout design, is depicted in Figure 1(b), transitioning from a gate-level or generic technology (GTech)
netlist to a finalized layout [37].

This intricate process initiates with technology mapping, where a process library is applied to adapt
the synthesized gate-level netlist to a specified technology library, with a keen focus on optimizing PPA
constraints. To enhance testability for mass production, testability features such as scan chains, built-in
self-test (BIST) circuits, and boundary scans are incorporated into the design. The subsequent phase,
physical design, is tasked with establishing the chip’s physical layout, entailing floorplanning, power
delivery network (PDN) design, placement, clock tree synthesis (CTS), and routing. We list a few
representative techniques for each task in the following.

e Floorplanning. Floorplanning establishes the chip’s physical layout by optimizing the placement
of major blocks to minimize interconnect lengths and ensure efficient silicon area utilization. It involves
strategic arrangement considering timing, power, and thermal constraints to set a foundation for the
design. Ref. [38] applied the simulated annealing optimization technique to VLSI floorplanning. The
authors demonstrate how simulated annealing can effectively explore the solution space to find optimal
or near-optimal floorplans, significantly influencing subsequent floorplanning methodologies. Ref. [39]
introduced B*-Trees for representing non-slicing floorplans. This representation allows for more flexible
and efficient manipulation of floorplan topologies, leading to better optimization of area and wirelength
in VLSI designs.

e PDN design. PDN design ensures a stable power supply across the chip, aiming to minimize volt-
age drop and maintain power integrity. The design of power and ground networks is crucial for delivering
power efficiently, with considerations for IR drop, current density, and electromigration. Ref. [40] pre-
sented a methodology for designing power distribution systems in modern CMOS technology. It focuses
on the selection and placement of decoupling capacitors to manage power integrity and reduce noise,
offering practical guidelines and strategies for effective PDN design. Ref. [41] comprehensively discussed
the principles and strategies for designing power distribution networks in VLSI circuits. It highlights the
importance of hierarchical design, decoupling strategies, and the integration of power grids with signal
routing to ensure robust and efficient power delivery.
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e Placement. Placement optimizes the arrangement of standard cells or IP blocks within the floor-
plan to enhance performance, power, and area. It strategically positions components to reduce wire
length, congestion, and considers timing and thermal impacts, employing algorithms to find an optimal
configuration. Ref. [42] presented enhancements to the simulated annealing algorithm for row-based
placement, incorporating techniques to improve convergence speed and solution quality. It significantly
influenced the development of placement tools by demonstrating the effectiveness of simulated annealing
in handling the placement problem. Ref. [43] formulated the placement problem as a quadratic program-
ming task. It achieves high-quality placements with efficient computational performance by iteratively
solving quadratic programs and slicing the problem into smaller sections. Ref. [44] introduced a fast and
efficient analytical placement method that combines cell shifting, iterative local refinement, and a hybrid
net model. This approach provides a balance between placement quality and runtime, making it suitable
for large-scale designs. Ref. [45] was an analytical placer that addresses the challenges of large-scale
mixed-size designs, including preplaced blocks and density constraints. By combining quadratic place-
ment with discrete optimization, NTUPlace3 achieves excellent wire length and timing performance. A
comprehensive survey can be found [46].

e CTS. CTS distributes the clock signal to synchronize the circuit’s operations with minimal skew and
jitter. Designing a balanced clock distribution network ensures reliable and synchronized performance
across the chip. Ref. [47] introduced a zero-skew clock routing algorithm that aims to minimize wirelength
while achieving zero skew. The approach uses a recursive geometric method to balance the clock tree,
significantly reducing skew and improving timing reliability in VLSI designs. Ref. [48] resented an efficient
buffer sizing algorithm aimed at reducing clock skew in the presence of process variations in VLSI designs.
By quantitatively estimating the skew distribution through Monte-Carlo SPICE simulations and analyzing
the impact of process variations on wire and buffer delays, the algorithm strategically adjusts the number
and size of buffers on critical paths. A comprehensive survey can be found [37].

e Routing. Routing connects the components based on the established placement and netlist, aiming
to complete interconnections without design rule violations or signal integrity issues. It optimizes for
shortest paths, minimizes crosstalk and delay, and manages layer assignment and congestion. Ref. [49]
introduced CUGR, a detailed-routability-driven 3D global routing algorithm that utilizes a probabilistic
resource model to optimize routing quality and efficiency. The proposed approach incorporates two key
techniques: 3D pattern routing, which combines pattern routing and layer assignment to optimize wire
length and routability, and multi-level 3D maze routing, which uses a coarsened grid graph to efficiently
find routable regions and detailed paths. Ref. [50] resented a negotiation-based global routing algorithm
that focuses on achieving timing closure in complex VLSI designs. The algorithm iteratively adjusts
routing paths and resources to meet timing constraints, ensuring reliable performance in the final design.
Ref. [51] was a comprehensive tool for field-programmable gate array (FPGA) research that integrates
packing, placement, and routing. The study demonstrates its effectiveness in optimizing FPGA designs,
making it a widely used tool in the field. A comprehensive survey can be found for ASIC routing [52]
and FPGA routing [53].

As chip designs escalate in complexity, the functionalities of back-end EDA tools extend beyond mere
layout creation and routing, embracing a multi-faceted optimization challenge. For example, thermal
analysis tools empower designers to forecast and address thermal hotspots, guaranteeing the chip’s
dependable performance across diverse environmental scenarios. Also, various design for yield (DfY)
strategies are required to maximize the manufacturing yield by identifying and mitigating potential
yield detractors, performing layout adjustments to address process variations, defect probabilities, and
other manufacturing imperfections. Advanced DfY tools and methodologies analyze critical areas, apply
lithography-friendly design principles, and optimize the layout to enhance robustness against variations
in the fabrication process, ensuring higher yields and reliability of the final product [54].

Physical verification stands as a critical final step in the back-end design phase, ensuring that the chip
layout adheres to all necessary specifications and standards before proceeding to manufacturing. This
process involves an array of checks, including design rule checking (DRC), electrical rule checking (ERC),
and layout versus schematic (LVS) verification. DRC is essential for validating the layout against a set of
predefined rules to ensure manufacturability, focusing on physical dimensions and spacing between circuit
elements to prevent fabrication errors. ERC goes a step further by examining the electrical integrity of the
design, identifying issues such as signal integrity and power distribution problems, and ensuring the circuit
meets its functional requirements. Lastly, LVS verification confirms that the layout accurately reflects
the original schematic design, guaranteeing that the physical representation matches the intended circuit
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behavior. Together, these verification steps identify and rectify potential layout issues, safeguarding the
correctness of the final chip.

In summary, the back-end EDA tools have fundamentally transformed the landscape of chip design,
empowering designers to craft complex integrated circuits that house billions of transistors operating in
unison on a single chip. As semiconductor technology progresses, the significance of EDA tools in the
back-end design phase is poised to grow, continuing to fuel innovation and enhance efficiency in chip
design research and engineering practices.

2.4 EDA for specialized circuits

Beyond EDA tools for regular digital circuit designs, the field has witnessed a notable specialization in
toolsets designed to meet the unique requirements of standard cells, datapath units, and analog circuits.
This evolution underscores the maturation of EDA, providing designers with tailored solutions to optimize
these fundamental components efficiently. Specialized EDA tools have become indispensable in addressing
the nuanced challenges presented by each component type, enhancing the precision and performance of
chip designs.

2.4.1 EDA for standard cells

Standard cells, the building blocks of digital ICs, follow predefined structures that align with a library’s
specifications, enabling their reuse across diverse designs. The focus of EDA tools in standard cell design
is primarily on automating the layout generation process, encompassing crucial steps like placement and
in-cell routing.

The placement process is dedicated to determining the optimal transistor locations within a cell to
maximize space utilization while maintaining functionality and performance integrity. The common
solution algorithms for the placement include dynamic program, reinforcement learning, and satisfiability
modulo theories. Innovations in placement strategies, as highlighted in [55,56], have introduced methods
to expedite this intricate procedure while ensuring routability and design efficiency. In contrast, in-cell
routing tackles the intricate task of establishing connections within the cell, a process complicated by
the rigorous area constraints of standard cells. The in-cell routing is usually solved by A-star, integer
linear programming, and satisfiability modulo theories. This stage demands specialized routing solutions,
distinct from those applied to broader digital circuits, to navigate the tight confines of cell layouts.
Contributions from [57, 58] have provided targeted approaches to in-cell routing, addressing the unique
challenges of standard cell design.

2.4.2 EDA for datapath circuits

The evolution of datapath circuits, from individual components such as adders, multipliers, and multiply-
accumulate (MAC) units to the entire datapath, is a testament to the continuous advancements in
EDA technologies. Over the years, EDA tools have evolved to address the increasing complexity and
performance demands of these critical components.

Adders. Adders serve as the cornerstone of arithmetic operations in digital circuits. The design of
adders, from simple ripple-carry to more advanced carry-lookahead and prefix adders, has significantly
benefited from EDA tools. These tools employ optimization algorithms to reduce latency, conserve area,
and minimize power consumption, crucial for enhancing the overall performance of digital systems. The
capability of EDA tools to simulate various adder configurations allows designers to select the most
suitable architecture for specific applications, balancing speed with resource utilization.

Specifically, prefix-tree adders, recognized for their efficiency in parallel carry computation, have seen
significant development and optimization through EDA solutions. Early adder designs, such as Sklansky,
Kogge-Stone, and Brent-Kung adders [59], adopt predefined rules to generate adders with arbitrary bit-
widths and optimized performance and area, laying a foundation for efficient design practices. Recent
advancements have introduced more sophisticated designs such as the sparse Kogge-Stone and spanning
tree adders, optimizing for both power efficiency and silicon area [60]. In addition to adder designs created
by human experts, datapath compilers have become instrumental in navigating the vast prefix-tree design
space and balance the trade-offs between different configurations, employing algorithmic [61] and heuristic
methods [62,63] to select the optimal structure for a given application scenario. The synthesized adders
exhibit improved quality by effectively meeting various constraints such as delay, area, and fanout.
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Figure 2 Typical datapath circuits design flow.

Multipliers. Multipliers are pivotal in performing fast arithmetic computations, crucial for appli-
cations ranging from general computing to specialized tasks in signal processing and machine learning.
EDA technologies have facilitated the design of high-performance multipliers by exploring innovative
architectures like Booth encoding and Wallace tree multiplication.

The Wallace tree technique involves grouping the partial products and compressing these groups in par-
allel, which is particularly favored in digital signal processing (DSP) and graphics processing units (GPUs)
where rapid mathematical computations are critical. Similar to the development of prefix adders, early
designs of Wallace trees relied on predefined rules to determine the grouping of partial products [64,65].
Recent advancements in efficient Wallace tree synthesis involve heuristic optimization algorithms, such as
simulated annealing and integer linear programming [66], to assign compressors to different partial prod-
uct groups, achieving reduced area and optimized delay. These advancements in automatic Wallace tree
synthesis continuously enhance high-performance multiplier architectures to meet the evolving demands
of semiconductor technology.

MAC units. The design of MAC units, essential for digital signal processing and deep learning appli-
cations, has similarly benefited from the innovations in EDA tools. By leveraging existing IP libraries [67]
for design selection, or jointly utilizing automatic adder/multiplier synthesis tools, EDA tools could in-
tegrate optimized adder designs with efficient multipliers within MAC units to achieve high throughput
and low latency.

Floating-point units (FPUs). Floating-point units are essential for executing arithmetic operations
on floating-point numbers, a necessity in applications requiring a wide dynamic range, such as scientific
computing, graphics, and machine learning algorithms.

The evolution of FPUs under the guidance of EDA tools highlights the industry’s commitment to ad-
dressing the precision, performance, and power efficiency challenges inherent in floating-point operations.
Techniques such as pipelining and parallel processing have been integral in enhancing the throughput
of FPUs, allowing for simultaneous execution of multiple floating-point operations. Advances in EDA
methodologies have facilitated the exploration of novel FPU designs, such as the adoption of fused mul-
tiply accumulate (FMA) units, as in MAC unit designs.

Datapath circuits. Beyond individual components, the design of entire datapath circuits, which
comprise a combination of adders, multipliers, MAC units, and other logic elements, represents a complex
challenge addressed by EDA tools.

These tools adopt a comprehensive strategy