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Artificial intelligence (AI)-driven electronic design automation (EDA) techniques have been extensively
explored for VLSI circuit design applications. Most recently, foundation AI models for circuits have
emerged as a new technology trend. Unlike traditional task-specific AI solutions, these new AI models are
developed through two stages: 1) self-supervised pre-training on a large amount of unlabeled data to learn
intrinsic circuit properties; and 2) efficient fine-tuning for specific downstream applications, such as early-stage
design quality evaluation, circuit-related context generation, and functional verification. This new paradigm
brings many advantages: model generalization, less reliance on labeled circuit data, efficient adaptation to new
tasks, and unprecedented generative capability. In this paper, we propose referring to AI models developed
with this new paradigm as circuit foundation models (CFMs). This paper provides a comprehensive survey
of the latest progress in circuit foundation models, unprecedentedly covering over 130 relevant works. Over
90% of our introduced works were published in or after 2022, indicating that this emerging research trend has
attracted wide attention in a short period. In this survey, we propose to categorize all existing circuit foundation
models into two primary types: 1) encoder-based methods performing general circuit representation learning
for predictive tasks; and 2) decoder-based methods leveraging large language models (LLMs) for generative
tasks. For our introduced works, we cover their input modalities, model architecture, pre-training strategies,
domain adaptation techniques, and downstream design applications. In addition, this paper discussed the
unique properties of circuits from the data perspective. These circuit properties have motivated many works
in this domain and differentiated them from general AI techniques. Finally, we shared our observed challenges
and potential future research directions about developing foundation AI models for EDA methodologies.

CCS Concepts: • Hardware → Very large scale integration design; • Computing methodologies →
Machine learning.

1 INTRODUCTION
Integrated circuit (IC) is the foundation of our information society. Its complexity has been con-
tinuously growing, recently exceeding 100 billion transistors [1]. Such increases in IC complexity
have led to sky-rocketing IC design costs, which are estimated to surpass US$500 million for 3nm
technology [2]. These challenges result in a compelling need to improve IC design efficiency, possi-
bly achieved by ground-breaking next-generation electronic design automation (EDA) techniques.
Many EDA practitioners in both academia and industry have placed high hopes in new artificial
intelligence (AI) or machine learning (ML) methods in IC design and EDA techniques, targeting
more agile design for lower IC design costs, less human efforts, and shorter turnaround time.
AI for EDA/chip design. In recent years, AI for chip design, also named AI/ML for EDA or

AI-assisted EDA [3, 4], has been viewed as a highly promising technique, owing to its ability to
reuse knowledge from prior circuit design data. Relevant AI-driven EDA techniques are also adopted
in commercial EDA tools [5, 6]. Various ML models can be trained to provide early predictions or
†These authors contributed equally to this work.
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Fig. 1. Different paradigms of AI for EDA techniques. (a) Type I: Supervised Predictive AI Techniques for
EDA. This type of work has been extensively studied. (b)& (c) Type II: Foundation AI Techniques for
EDA (i.e., Circuit Foundation Models). This type of work includes two paradigms, named encoder-based
and decoder-based circuit models. Both paradigms develop the foundation AI model through two stages:
self-supervised pre-training and fine-tuning. Our survey will focus on the emerging type II methods.

optimizations for circuits, bypassing time-consuming downstream design and simulation steps.
Learning from prior design solutions, ML models can perform circuit quality evaluations at early
design stages and thus guide early design optimizations. Existing AI for EDA techniques have been
extensively explored for almost all standard VLSI design stages (e.g., architecture stage, high-level
synthesis (HLS) code, register-transfer level (RTL) code, gate-level netlist, post-placement layout,
clock tree, and post-routing layout) and all primary circuit design objectives (e.g., timing, power,
area, congestion, IR drop, signal integrity, and functionality).
Foundation AI for EDA/chip design: a new trend and our focus. Recently, general foun-

dation AI models in natural language processing (NLP) and computer vision (CV) (e.g., BERT [7],
CLIP [8], DALLE [9], and ChatGPT [10]) have emerged and represent a significant leap in AI
techniques. These foundation models, characterized by their large model scale and application
scopes, have demonstrated an incredible ability to understand, predict, and generate content [11].
In comparison with these foundation models in NLP and CV, previous AI applications in circuits
lag far behind well-explored general natural languages and images. This has motivated the latest
trend of exploring foundation AI models for EDA techniques and circuit design applications.
The trending works on foundation AI for EDA have demonstrated unprecedented ability in

model generalization, few-shot learning, and generation tasks. These models typically leverage
a two-stage paradigm of pre-training on large-scale datasets followed by fine-tuning for specific
applications, significantly enhancing adaptability across various EDA tasks. Their great potential
has attracted wide attention from the EDA community. Some representative works [12–15] are
relatively highly cited since their publication, compared with average EDA publications. However,
there is a lack of systematic definition, analysis, or survey on this series of latest works, leading
to confusion when discussing many concepts in our communities (e.g., large circuit model vs.
LLM-aided design vs. AI agents for EDA). In this survey paper, we will cover all representative
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(b) Decoder-based circuit foundation model, covered in Section 5.

Fig. 2. Evolutionary tree of foundation AI models for VLSI design and EDA.
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works on foundation AI for EDA. We propose referring to this type of work as circuit foundation
models (CFMs). Figure 2 illustrates the evolutionary tree of existing circuit foundation models,
including both encoder-based and decoder-based paradigms. This paper also covers the potential
and challenges of CFMs from our perspective.

Structure of Section 1. In this Introduction, we will first propose our own taxonomy of existing
AI for EDA techniques in Section 1.1, categorizing all existing AI for EDA techniques into two major
types. Then we will briefly introduce the already extensively studied Type I techniques (supervised
AI for EDA) in Section 1.2 and elaborate on the emerging Type II techniques (foundation AI for
EDA, the focus of our survey) in Section 1.3. After that, in Section 1.4, we will summarize all existing
surveys that cover similar topics and elaborate on the contributions of this survey. In Section 1.5,
we will introduce the overall structure of this whole survey paper.

1.1 Our Taxonomy of AI for EDA Techniques: Two Different Types
In this survey, we propose to categorize existing AI for EDA techniques into two main types, as
listed below. Figure 1 summarizes and compares all three paradigms of these two types of works.

• Type I: Supervised Predictive AI Techniques for EDA. The mainstream paradigm of
previous AI for EDA solutions adopts supervised predictive AI models. These supervised
predictive models have been developed for various applications, including early-stage design
quality prediction, fast design quality simulation, design space exploration, etc. Relevant
works have been extensively studied and covered in existing surveys [3, 4] and book [16].

• Type II: Foundation AI Techniques for EDA (Circuit Foundation Model). This trend-
ing technique is the focus of this survey. The development of foundation AI solutions,
according to our proposed definition, involves two phases: 1) Pre-training phase; 2) Fine-
tuning phase. The first pre-training step, which is typically self-supervised on a large amount
of unlabeled data, enables the AI model to learn more general circuit intrinsic patterns. The
subsequent fine-tuning step can efficiently make the model adapt to specific EDA tasks.

Figure 1(b) & (c) summarize two different paradigms of foundation AI models for circuits.
We propose to incorporate both paradigms into the scope of circuit foundation models:
– Encoder-based circuit foundation models. One primary paradigm performs circuit

representation learning to support predictive tasks. They typically encode a circuit design
into a general embedding (i.e., a vector with rich circuit information). This embedding
will be the input to lightweight downstream models for various EDA applications.

– Decoder-based circuit foundation models. The other primary paradigm performs
decoding tasks, thus supporting generative tasks. They typically adopt decoder-based
large language models (LLMs) to help generate circuits, including design HLS or RTL
code, design functionality descriptions, verification assertions, EDA tool scripts, etc.

1.2 Type I: Supervised Predictive AI Techniques for EDA (covered in prior surveys)
Existing AI for EDA methods are mostly tailored to specific tasks, such as early prediction of
various design quality metrics (e.g, timing [17–22], area [23–26], power [27–35], IR drop [36–40],
routability [41–47], crosstalk [48–50], and manufacturability [51–53]) or the reasoning of circuit
functionalities [54–58] for verification applications. Additionally, tasks for circuit optimization (e.g.,
flow tuning [59–61], design space exploration [62–64], design quality optimization [65, 66]) also
largely rely on the prediction of circuit quality to provide feedback. As Figure 1 (a) shows, these
methods are typically developed by supervised training, which requires extensive label collection,
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model customization, and model development for every single task. Despite obvious effectiveness,
this mainstream supervised paradigm has several inter-related general limitations:

(1) Difficulty to get sufficient labeled data. It is typically difficult to accumulate sufficient
labeled training data: 1) Many coarse-grained prediction tasks do not support many la-
bels. For example, to predict the layout area of a netlist, each circuit layout only provides
one label (i.e., its layout area). 2) The label generation process is inherently highly time-
consuming. A dilemma is, most predictive AI models are trained to bypass the the slowest
design/simulation steps. However, these slowest steps are exactly required to collect labels.

(2) Time-consuming AI model development process. The development process of super-
vised task-specific solutions is tedious and time-consuming. The development steps include
circuit collection, label generation, feature engineering, model architecture design, model
training, and model testing. This whole process easily takes months of engineering efforts.

(3) Lack of generalization across tasks. Since supervised task-specific models cannot be
directly generalized to other tasks, it leads to an inefficient repetitive development of ML
solutions. Moreover, from the methodology perspective, it implies that these supervised
ML solutions only learned task-specific patterns, instead of understanding more general
knowledge of target circuit designs.

Due to the page limit and the large number of extensively explored type I works, we will not
exhaustively cover all prior type I works. For a more comprehensive list of type I supervised
predictive works, we refer our readers to prior surveys [3, 4] and a book [16] co-authored by many
researchers in this domain.

1.3 Type II: Foundation AI Techniques for EDA (the focus of this paper)
This survey focuses on the emerging paradigms of foundation AI techniques for EDA. As illustrated
in Figure 1 (b) and (c), this type of technique leverages pre-trained foundation AI models for circuits
(referred to as circuit foundation models), which can be efficiently fine-tuned using a small amount
of task-specific labeled circuit data. Compared to traditional task-specific supervised AI for EDA
solutions, this type II techniques offer significant advantages:

(1) Learning unlabeled circuit intrinsics.Circuit foundationmodels are typically pre-trained
on a large amount of unlabeled data, enabling them to capture the underlying intrinsic
information about circuits, without requiring expensive labeled datasets.

(2) Efficient fine-tuning for solving EDA task. Well-pre-trained models require only a
small amount of labeled data for fine-tuning. It significantly reduces the time and resources
needed to solve each specific EDA task compared to training models from scratch.

(3) Generalization across various tasks. General circuit intrinsics learned by foundation
models can be adapted to multiple tasks, making the models versatile and reducing the need
for repetitive task-specific model development.

(4) Unprecedented generative capability for EDA tasks. Some circuit foundation models
exhibit remarkable generative capabilities, unprecedentedly automating tasks such as circuit
code generation, assertion generation for verification, and design flow script generation.
These models go beyond existing predictive tasks, enabling innovative AI-driven solutions
that enhance design productivity and streamline circuit development flow.

Encoder-based circuit foundation model. Figure 1 (b) demonstrates the paradigm of circuit
encoders. Circuit encoders transform various circuit modalities (e.g., graphs or text formats) into
generalized embeddings that contain rich intrinsic circuit properties. These encoders are typically
pre-trained on circuit data. Due to the uniqueness of the circuit data compared with well-studied
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images or natural language, encoder models have to be specifically customized to handle circuit
data. Research works primarily focus on two aspects: (1) in phase 1, developing specialized ML
architectures and pre-training techniques to effectively capture circuit semantics, structural in-
formation, and physical attributes, and (2) in phase 2, leveraging pre-trained circuit encoders to
support various predictive EDA tasks, including design quality evaluation and functional reasoning.
In this survey, we systematically categorize existing circuit encoders according to their respective
design stages and provide a comprehensive analysis of their supported downstream tasks.
Decoder-based circuit foundation model. Figure 1 (c) illustrates the paradigm of circuit

decoders. Circuit decoders typically leverage LLMs as their backbone, which are typically extensively
pre-trained on vast text datasets spanning multiple domains. Leveraging the powerful pre-trained
LLMs, circuit decoders mainly focus on domain adaptation to circuit-related generative tasks,
such as prompt engineering, fine-tuning, retrieval-augmented generation, etc. In this survey, we
categorize existing decoder-based methods based on their application domains, covering key areas
such as circuit code generation, verification, design flow automation, etc. For each category, we
analyze representative benchmarks, model development techniques, and the latest advancements.

Key differences between encoder- and decoder-based models are summarized below:
(1) Circuit modality as input: Encoders primarily process graph-based circuit structures,

such as netlists and control-data flow graphs, often leveraging graph learning models. Some
recent works integrate multimodal learning, combining structural graphs with textual
descriptions. In contrast, decoders focus on text-based formats like HDL code and natural
language specifications, utilizing LLMs for interpretation and generation.

(2) Circuit learning techniques: Encoders require customized pre-training and fine-tuning on
circuit data. They are typically built from scratch using graphAImodels. There is no standard
architecture for circuit encoding, leading to diverse model designs and self-supervised
learning techniques. In contrast, decoders typically rely on LLMs already extensively pre-
trained on vast text datasets. Relevant works rely on existing pre-trained LLMs in the public
domain, including both open-sourced (e.g., Llama, Mistral, DeepSeek) and commercial (e.g.,
GPT-3.5, GPT-4o) LLMs. These works focus on adaptation to the circuit domain through
prompt engineering, fine-tuning, and retrieval augmented generation (RAG).

(3) Target downstream tasks: Encoders typically support predictive tasks such as design
quality evaluation and functional reasoning, leveraging encoded circuit embeddings. De-
coders are typically tailored for generative tasks, such as circuit code generation, verification
automation, design flow generation, etc.

1.4 Comparison of Existing Relevant Surveys and This Paper.
Table 1 compares all existing survey papers [11, 67–73] about foundation AI models for circuit
applications. Notably, almost all surveys [67–73] focus only on decoder-based models (i.e., LLM for
EDA). This trend reflects the rapid evolution of LLMs and their significant potential for generative
EDA tasks, such as HDL code generation, verification, debugging, etc. Among these surveys on
decoder-based LLMs for EDA, some surveys [67–69] try to provide comprehensive reviews on
multiple relevant tasks, while some others [70–73] focus on one specific topic, mostly about
circuit security. The only exception is a special perspective paper [11] co-authored by many EDA
researchers. It advocates for an ambitious framework of multiple encoder-based foundation models
aligned across design stages. This envisioned concept is named large circuit model (LCM) [11].
Different from existing surveys, our survey paper incorporates both encoder-based and decoder-
based circuit foundation models, analyzing their similarities and differences.
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Surveys Design Design Design Design Design Design Encoder Decoder Time No. of CFM
Generation Verification Debugging Security Optim. Flow -based -based Published Works Covered

[70] ✓ ✓ 2023-10 15
[67] ✓ ✓ ✓ ✓ ✓ 2023-12 22

[11] ✓ ✓ ✓ ✓ 2024-03 6 (Encoder)
+ 21 (Decoder)

[71] ✓ ✓ ✓ ✓ 2024-04 14
[72] ✓ ✓ ✓ ✓ ✓ 2024-05 32
[73] ✓ ✓ ✓ ✓ ✓ 2024-06 24
[74] ✓ ✓ ✓ ✓ ✓ 2024-10 29
[69] ✓ ✓ ✓ ✓ 2024-12 71
[68] ✓ ✓ ✓ 2025-01 39

Ours ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 2025-03 21 (Encoder)
+ 111 (Decoder)

Table 1. Comparison of existing surveys on foundation models for chip design, covered in Section 1.4.

Table 1 also reports the number of CFM-related works covered in each survey paper. We only
count works in the scope of the circuit foundation model (i.e., pre-train and fine-tuned AI models
targeting circuit design tasks). Partially due to the fast development in this emerging direction,
most existing surveys only covered less than 40 related works. In comparison, our comprehensive
survey unprecedentedly introduces the largest number of (i.e., over 130) relevant works, covering
all key circuit design tasks listed in Table 1. We briefly introduce each existing survey and highlight
the unique contributions of our study below.

Surveys on decoder models covering broad tasks. LLM4EDA [67] is an early comprehensive
review, covering various EDA tasks such as chatbot-based methods, circuit code and script genera-
tion, and circuit verification. However, since it was published in 2023 and this direction developed
very fast, it only covered 22 works. Xu et al. [74] summarize 29 early-stage studies on circuit
code generation, debugging, verification, and physical implementation. While it provides insights
into these areas, it lacks coverage of the latest developments and broader topics such as security,
design optimization, and architecture design. Abdollahi et al. [69] provide a more extensive survey,
analyzing 71 studies on LLM-assisted circuit design, including applications in circuit generation,
verification, and debugging. However, possibly due to their automated literature screening process,
we observed several incorrect descriptions in this survey. For example, the survey [69] incorrectly
categorizes works of [75–77] as LLM-aided design methodologies, while these works actually
primarily focus on the acceleration of LLMs (i.e., designing hardware accelerators). A recent survey
by Pan et al. [68] reviews LLM applications in EDA. Despite its recency, it still only covers a limited
number of works (39 works), primarily focusing on design generation and design flow automation.
It lacks a broader discussion on design verification, security, architecture design, and analog tasks.

Surveys on decoder models covering a specific task. In addition to surveys targeting broad
EDA applications, the other series of surveys [70–73] focus specifically on circuit security topics
with LLM-assisted techniques. Saha et al. [70] pioneered the discussion of integrating LLMs into the
SoC security verification paradigm in 2023. At the time, not many specialized LLM-based solutions
had been customized for SoC security. Therefore this work [70] primarily summarizes applying
general LLM techniques in hardware security tasks. In 2024, three short surveys (all less than 7
pages) [71–73] cover LLM methods for hardware security, each covering 10 to 30 works.

A perspective paper on LCM. In 2024, a special perspective paper [11] co-authored by many
EDA researchers proposes and advocates an interesting and ambitious concept of large circuit
model (LCM). This LCM can be viewed as an envisioned framework of multiple aligned encoder-
based circuit foundation models, each devoted to one design stage. This paper also reviews both
supervised task-specific AI solutions and foundation AI models for EDA (i.e., 6 encoders and 21
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decoders). It identifies key challenges in developing large-scale circuit encoders and sets the stage
for future advancements in encoder-based circuit foundation models.

The contributions of this survey, compared with prior surveys, can be summarized below:
(1) This survey proposes the concept of circuit foundation model. It incorporates both encoder-

based circuit representation learning techniques and decoder-based LLM for EDA methods
into a unified framework, enabling comparison between these two paradigms.

(2) This comprehensive survey systematically introduces over 130 works. All existing circuit
foundation models cited in prior surveys [11, 67–73] have been covered in this work.

(3) The 21 encoder-based models span all standard design stages, including HLS, RTL, netlist,
and layout stages, along with their supporting predictive EDA tasks.
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Fig. 3. Overview of this survey paper. Section 2 provides the background of VLSI circuit design and foundation
AI model techniques. Section 3 discusses the unique properties of circuit data that motivate AI-driven solutions.
Section 4 and Section 5 comprehensively review existing circuit encoders and decoders, respectively. Finally,
Section 6 explores key challenges and future directions in circuit foundation models.
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(4) The 111 decoders-based models cover all mainstream EDA applications, including VLSI
circuit code processing (generation, optimization, verification, and debugging), hardware
security, design flow automation, physical design, architecture design, and analog design.

(5) Besides the in-depth analysis of these approaches, we highlight key advancements, chal-
lenges, and future research directions to further enhance circuit foundation models and
their impact on modern VLSI design automation.

This survey tries to cover all publications within the scope of the circuit foundation model,
including journals, transactions, conference and workshop proceedings, thesis, and pre-prints.
However, very short articles (e.g., late-breaking results, experiment reports) that are equal to or
less than 3 pages may not be covered. For the same work with multiple versions and possibly
different titles, we will avoid duplicated citations and tend to cite the latest version. When counting
the publication date, we use the date when the earliest version gets released to the public.

1.5 Overall Structure of This Survey Paper
Figure 3 provides the overall structure of this paper.

• In Section 2, we will summarize related preliminary knowledge, covering both standard
VLSI circuit design flow (Section 2.1) and basic techniques of general foundation AI models,
including LLM techniques (Section 2.2), self-supervised learning techniques (Section 2.3),
multimodal learning techniques (Section 2.4).

• In Section 3, we will introduce all our observed unique properties of circuit data. These
properties have largely motivated many CFM works in this survey, and differentiate these
works from general AI solutions in other domains (e.g., CV, NLP).

• In Section 4, wewill cover all existing encoder-based circuit foundationmodels, covering
the HLS stage (Section 4.1), RTL stage (Section 4.2), netlist stage (Section 4.3) and layout
stage (Section 4.4). The emerging and more advanced circuit encoder techniques will be
covered in Section 4.5.

• In Section 5, wewill cover all existing decoder-based circuit foundationmodels, covering
all application domains: RTL code generation (Section 5.1), HLS code generation (Section 5.2),
design optimization (Section 5.3), hardware code verification (Section 5.4), hardware code
debugging (Section 5.5), hardware design security (Section 5.6), design flow automation and
layout design (Section 5.7), hardware architecture design (Section 5.8), and analog circuit
design (Section 5.9).

• In Section 6, we will analyze the challenges and opportunities of the circuit foundation
models, based on our own research experience.
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2 PRELIMINARY
Before covering specific CFM works, in this Section, we first summarize preliminary knowledge
related to circuit foundation model, covering both standard VLSI circuit design flow in Section
2.1 and the basic techniques of foundation AI models, including LLM techniques in Section 2.2,
self-supervised learning techniques in Section 2.3, multimodal learning techniques in Section 2.4.

2.1 Standard VLSI Design Stage and Flow
A standard VLSI circuit design flow comprises several stages: specification definition, RTL design,
logic synthesis, and physical design, as shown in the center of Figure 3. At each stage, the design is
represented in the corresponding format: specification, RTL code, netlist, and layout. In addition
to these standard stages, high-level synthesis (HLS) is sometimes employed for more agile design
or FPGA prototyping, based on HLS code in C/C++/SystemC. Verification and design quality
analysis are carried out at various stages to ensure functional correctness and meet design quality
constraints, respectively. Together, these stages transform the initial design specifications into a
manufacturable and verified digital circuit layout. We introduce each design stage below.

Specification definition. The design process begins with a clear natural language specification
that outlines the expected functionality, as well as performance, power, and area (PPA) requirements
for a target digital circuit. This specification serves as the blueprint for subsequent design steps.
HLS code design. The specification can be translated into an abstract design using high-level

programming languages or description languages like C/C++ or SystemC. Designers develop
algorithms that meet the functional requirements. The algorithms are described at a high level,
focusing on functionality rather than hardware specifics.
RTL design. RTL design is the process of translating the high-level specification into a more

detailed and implementable representation using hardware description languages (HDLs) such as
Verilog or VHDL. These HDLs describe the behavior of digital circuits at the register-transfer level.
The HDL code captures how data moves between registers (i.e., sequential registers) and how logic
gates operate on that data within each clock cycle (i.e., combinational logic). Viewing each design
as a finite-state machine, RTL defines the state transitions across clock cycles, ensuring that the
circuit responds correctly to changes in input signals and synchronizes with the clock.

Logic synthesis. Logic synthesis converts high-level RTL designs into low-level, optimized gate-
level netlists. This process consists of three key steps: translation (i.e., elaboration), optimization,
and technology mapping. First, the synthesis process begins by translating the RTL code into an
intermediate representation, such as the AND-Inverter Graph (AIG) in synthesis tools like ABC [78].
The synthesis tool then optimizes the logic based on constraints like delay and logic depth. Finally,
technology mapping is performed, where the optimized logic is mapped to specific gates from a
technology library provided by semiconductor foundries. This library contains various gate types,
each with unique characteristics. The final output is a gate-level netlist, which represents the circuit
in terms of logic gates and their interconnections.

Physical design. Physical design translates the gate-level netlist into a manufacturable physical
layout. This process includes several key steps: floor planning, placement, clock tree synthesis
(CTS), and routing. The first step, floor planning, involves arranging the major functional blocks
of the chip in a way that optimizes performance while minimizing area. Designers determine
the approximate locations of various components. Following floor planning, placement positions
individual gates and components within the predefined floorplan, aiming to minimize wire length
and ensure efficient placement. CTS follows placement, where the clock distribution network is
designed to ensure the proper synchronization of all clock signals across the chip. Finally, routing
connects the placed components using metal layers to form the required electrical connections.
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During routing, considerations such as signal integrity, minimization of crosstalk, and adherence
to design rules are essential to ensure the layout is functionally correct and manufacturable.
Verification. Verification ensures the design meets specifications [79] and includes functional

and physical verification. Functional verification checks if the design meets its specifications, using
testbench simulations to model real-world conditions. Formal verification applies mathematical
techniques, with equivalence checking to ensure consistency between design representations
(e.g., RTL and gate-level). Physical verification ensures the layout complies with manufacturing
constraints using design rule checking (DRC) and layout versus schematic (LVS) to detect and
correct violations for manufacturability.
Analysis. Analysis evaluates the design against performance metrics to ensure it meets spec-

ifications. Static timing analysis (STA) verifies that timing constraints are met, ensuring signals
propagate within required time limits. Power analysis estimates both dynamic (switching activity)
and static (leakage currents) power consumption. Signal integrity analysis checks for issues like
crosstalk, noise, and electromagnetic interference. Additionally, thermal analysis assesses heat
generation and dissipation to ensure proper thermal management and reliable operation.

2.2 LLM Techniques in AI Foundation Models
The evolution of LLMs marks a pivotal advancement in artificial intelligence, particularly in NLP.
Before delving into their applications in circuit design, it’s essential to understand their techniques.
Below, we introduce the brief evolution history of LLM and the key techniques employed in the
morden advanced LLM models. This foundational understanding highlights the transformative
potential of LLMs across various domains, including circuit design.
A brief history of LLM. LLMs have evolved from early rule-based approaches to modern

deep learning-driven foundation models, significantly advancing natural language processing
(NLP). These advancements have enabled models like BERT and GPT to capture complex semantic
and contextual nuances, leading to breakthroughs in various language-related tasks. Below, we
summarize the key evolutionary stages of LLM development.

(1) Rule-based method: The earliest NLP systems relied on manually crafted linguistic rules
and statistical models [80]. These approaches defined explicit syntactic and semantic rules
for processing text but were limited in scalability and adaptability. While rule-based meth-
ods could handle predefined patterns effectively, they struggled with the complexity and
variability of natural language, making them unsuitable for large-scale applications.

(2) ML solution by manual feature engineering: The introduction of statistical machine
learning improved NLP by enabling data-driven language modeling. Early machine learning
solutions required extensive manual feature engineering, where domain experts designed
handcrafted features such as n-grams, part-of-speech tags, and dependency structures.
Traditional models, including HiddenMarkovModels (HMMs) and Support Vector Machines
(SVMs), demonstrated better adaptability than rule-based methods but still relied on human-
designed representations, limiting their generalization capabilities.

(3) Task-specific deep learning: The emergence of deep learning revolutionized NLP by
replacing manual feature engineering with automatic representation learning. Models like
Word2Vec [81] and GloVe [82] introduced word embeddings, representing words in continu-
ous vector spaces to capture semantic relationships. Recurrent Neural Networks (RNNs)[83]
and Long Short-Term Memory Networks (LSTMs)[84] further improved sequence modeling
by capturing contextual dependencies in text. However, these models faced challenges with
long-range dependencies and computational efficiency due to their sequential nature.
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(4) General transformer-based foundation model: The introduction of the Transformer
architecturemarked a paradigm shift in NLP. Transformers utilize self-attentionmechanisms
to process entire sequences in parallel, capturing global dependencies efficiently. Encoder-
based models like BERT excel in understanding context through bidirectional masked
language modeling, while decoder-based models like GPT specialize in generative tasks
using autoregressive token prediction. These foundation models are pre-trained on massive
datasets and fine-tuned for various downstream applications, eliminating the need for
task-specific model development. Their success has extended beyond NLP, inspiring new
research directions in domains such as circuit design, where they are increasingly being
used for tasks such as RTL code generation, verification, and design optimization.

Key techniques in decoder-only LLMs. Modern decoder-only LLMs, such as GPT, leverage
a range of advanced techniques to enhance their performance and adaptability across various
tasks. Below, we summarize five key techniques used in state-of-the-art decoder-based language
models. (1) Auto-regressive generation: Decoder-only LLMs follow an auto-regressive approach,
where they generate text sequentially, predicting one token at a time based on previously generated
tokens. This autoregressive process allows models to produce coherent and contextually relevant
text, making them highly effective for generative tasks such as text completion, summarization,
and code generation. (2) Prompt engineering: Prompt engineering involves carefully crafting
input text (prompts) to guide LLMs toward producing desired outputs. Since decoder-based models
lack inherent task-specific fine-tuning for every possible use case, effective prompting helps steer
model behavior without requiring additional training. Techniques such as zero-shot prompting
(providing a task description), few-shot prompting (including examples), and chain-of-thought
prompting (explicit reasoning steps) have been widely explored to enhance model performance
across different applications. (3) Supervised fine-tuning (SFT): SFT refines pre-trained LLMs
on specific datasets with labeled examples, enabling better adaptation to specialized tasks. By
providing high-quality training examples, SFT improves accuracy and reliability in domain-specific
applications, such as HDL code generation, circuit verification, and design optimization. Many
domain-adapted LLMs, including those for EDA tasks, leverage SFT to improve performance
on structured data and technical domains. (4) Retrieval-augmented generation (RAG): RAG
enhances LLMs by incorporating external knowledge sources during inference. Instead of relying
solely on pre-trained knowledge, the model retrieves relevant documents or contextual information
from databases, augmenting its response with up-to-date and factual content. This technique is
particularly useful for knowledge-intensive applications, such as circuit debugging and design flow
optimization, where dynamic information retrieval improves response accuracy and relevance.
(5) Reinforcement learning from human feedback (RLHF): RLHF refines LLM behavior
using human preferences to optimize response quality. In this approach, human annotators rank
model outputs, and reinforcement learning algorithms adjust the model’s reward function to
align responses with human expectations. RLHF has been instrumental in making LLMs more
aligned with human intent, improving coherence, factual correctness, and ethical considerations in
generated outputs.

2.3 Self-Supervised Learning Techniques in AI Foundation Model
In the development of AI foundation models, a variety of machine learning techniques are employed
to enable these models to generalize across a wide range of tasks. These techniques are categorized
into two primary phases: self-supervised learning for pre-training and supervised fine-tuning for
downstream tasks.
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Self-supervised learning is a powerful technique that allows models to learn from unlabeled data
by generating labels from the data itself, often using auxiliary tasks. This phase helps the model
understand general representations that can later be fine-tuned for specific tasks. We demonstrate
the representative self-supervised learning techniques below.

• Contrastive learning. This method learns representations by comparing similar (positive)
and dissimilar (negative) pairs. For example, in image processing, positive pairs may be
different augmentations of the same image, while negative pairs come from different classes.
This method helps models generate useful embeddings for downstream tasks like retrieval
or classification. It has been successful in computer vision and natural language processing
(e.g., SimCLR [85], CLIP [8], MoCo [86]).

• Mask-reconstruction. This method involves randomly masking parts of the input and
training the model to predict the missing information. This forces the model to learn context
from the surrounding data, improving its ability to understand structure and relationships.
In NLP, BERT [7] predicts masked words in sentences, while in vision tasks, Masked
Autoencoders (MAE) [87] show how masking portions of an image can lead to effective
representation learning, aiding tasks like classification or segmentation.

• Auto-regressive. The auto-regressive method involves predicting the next element in a
sequence, given the previous elements. In natural language processing, models like GPT [88]
generate coherent text by predicting the next word based on the preceding context. In vision
tasks, pixel-based auto-regressive models predict pixel values given prior pixels, such as in
PixelCNN [89]. The strength of auto-regressive models lies in their ability to learn complex
dependencies within sequential or spatial data, allowing them to generate high-quality
outputs for tasks like text generation, image synthesis, and beyond.

After pre-training with self-supervised methods, foundation AI models are fine-tuned on labeled
data to adapt to specific tasks. This fine-tuning process enhances their performance across various
applications, such as in the domain of NLP and CV.

2.4 Multimodal Learning Techniques in AI Foundation Model
Multimodal learning techniques are essential for AI foundation models, as they enable the integra-
tion and processing of multiple data modalities such as text, images, and video. We summarize the
key multimodal learning techniques into two categories: multimodal encoders for representation
learning and multimodal decoders for generation.
Multimodal encoders for representation learning focus on learning joint representations

across multiple modalities, allowing the model to extract and relate information effectively. Notable
examples include CLIP [8], which aligns visual and textual representations to enable zero-shot
learning for tasks like image classification and retrieval. ALBEF [90] builds upon CLIP by aligning
text and image representations and then performing multimodal fusion, improving performance in
multimodal reasoning tasks such as visual question answering. These techniques lay the founda-
tion for multimodal circuit representation learning, where textual descriptions (e.g., HDL code),
structural graphs (e.g., netlists), and layout images can be effectively integrated for comprehensive
circuit analysis and optimization.
Multimodal decoders for generation utilize one modality as input to generate content in

another modality, such as describing images with text or synthesizing images and videos from
textual descriptions. The BLIP family [91, 92] bridges image understanding and text generation by
introducing a connector that adapts image embeddings for frozen LLMs, enabling accurate textual
descriptions of images. LLaVA [93] enhances image understanding by fine-tuning LLMs with visual-
text instruction pairs, improving the model’s ability to process and describe images. Extending this
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approach to video, Video-LLaVA [94] generates video content based on textual or image-based
inputs. Beyond generating text from visual inputs, some models focus on the reverse task—creating
visual content from textual descriptions. DALL·E [95] pioneers this field by generating diverse and
high-quality images from textual prompts, facilitating creative content synthesis. Parti [96] further
refines this capability, enabling the generation of high-resolution, contextually accurate images
from detailed prompts. These advancements in multimodal generation highlight the potential of
circuit foundation models, where similar approaches could be employed to generate circuit layouts
from textual specifications, convert hardware design schematics into structured descriptions, or
facilitate design debugging by linking textual analysis with circuit visualizations.

3 UNIQUE CIRCUIT DATA PROPERTIES
In this section, we will summarize the unique properties of circuits, especially from the data
perspective. We will compare the circuit data with other common data formats, such as general
images or natural languages. Understanding these unique properties of circuits is important, since
they largely motivate many circuit foundation models and thus differentiate these CFM from
general AI solutions in other domains like CV or NLP.
Equivalence across design stages. In the standard digital IC design flow, which includes

specification, HLS code, RTL, netlist, and layout, ensuring equivalence across these stages is
crucial for maintaining the integrity of the design. Each design stage refines the design from an
abstract specification into a more detailed representation, but the underlying functionality and
performance must remain consistent. This concept of equivalence has led to the use of circuit
equivalent transformations as a data augmentation technique, allowing for the generation of
multiple, functionally equivalent representations of a circuit. Furthermore, it has inspired cross-
design-stage alignment in circuit foundation models, enabling these models to capture and align
information across different stages of the design flow. This alignment enhances the model’s ability
to transfer knowledge between stages and improves cross-stage consistency.

Multimodal circuit format. As shown in Figure 4, circuit data inherently can be represented
in multiple formats and modalities, each capturing different aspects of the circuit, including:

• Text. This modality includes hardware description languages (HDLs) such as Verilog and
VHDL, along with high-level specifications in natural language. Text-based representations
define circuit functionality, behavioral constraints, and design requirements, emphasizing
semantic information of circuits.

• Graph. Circuit structures are naturally represented as graphs, where nodes correspond to
components (e.g., logic gates, registers, functional blocks) and edges capture connectivity
(e.g., data flow, control dependencies). Graph-based formats, including control-data flow
graphs and gate-connected graphs, preserve the topological relationships, which are crucial
for structural reasoning in EDA tasks.

• Image. The physical layout of circuits, particularly at the post-synthesis stage, can be
represented in two-dimensional visual formats, similar to the format of images. These
‘images’ capture geometric features, including component placement and interconnect
routing, which are critical for the physical design process and manufacturability.

Each of these modalities provides a unique perspective of the circuit, and fusing them enables a com-
prehensive understanding of the design, facilitating advancing foundation AI techniques for circuits.
Multiple objectives. The ultimate target objectives in circuit design are PPA (i.e., power, per-

formance, and area) and functionality. PPA metrics are crucial for optimizing the overall design,
ensuring that the circuit meets the required performance standards while minimizing power
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reg [1:0] R1,R2,R3;

reg [2:0] R4;

wire [2:0] W1,W2;
...

assign W1 = R0 + R1;

...

always @(posedge clk)

R4 <= W2;

Verilog Code

(b) RTL (HLS)

Code Text Control-Data Flow Graph

R1 [0:2]

R2 [0:2]

ADD

C1 [0:2]

MUL

MUX
XOR

C2 [0]

…

(c) Netlist

Gate Connected Graph

… + Real 
SPEF

(d) Layout

Graph w. Physical Features Layout Image

Logic 
Synthesis

Specification

(a) Specification

Natural Language Text

The module is designed to 
handle division operations and 
provides a negative output 
when the division operation 
results in a negative quotient.

Logic 
Design

Physical 
Design

Fig. 4. VLSI design stages and corresponding modalities.

consumption and chip area. Functionality metric targets fulfilling the intended specifications,
guaranteeing that the circuit behaves correctly under various conditions. Achieving both PPA
optimization and functional correctness is essential for delivering robust and efficient hardware.

Parallel execution of hardware. Hardware circuits inherently operate with parallelism, clearly
distinguishing them from the sequential execution of software code. In combinational logic, multi-
ple logic operations are computed simultaneously, enabling high-speed parallel data processing.
Meanwhile, sequential elements, such as registers and flip-flops, update synchronously at each
clock cycle, ensuring efficient and coordinated circuit state transition. This fundamental parallelism
plays a crucial role in defining circuit behavior, making it essential for accurately capturing circuit
intrinsic properties in AI-driven design automation.
Circuit data availability. AI-driven EDA solutions depend on access to high-quality, diverse,

and representative circuit data for both model development and evaluation. However, the scarcity
of open circuit datasets remains a significant technical bottleneck. This challenge primarily arises
from the semiconductor industry’s reluctance to share proprietary circuit designs, which are con-
sidered valuable commercial IP. The absence of publicly available datasets hampers AI-driven EDA
advancements, as collecting labeled data is both time-consuming and resource-intensive. Moreover,
the limited diversity of open-source circuit designs restricts model generalization and performance.
As circuit foundation models gain traction in agile IC design, data availability becomes even

more critical, particularly in the context of scaling laws for circuit foundation models, as observed
in several existing works [97, 98]. These laws suggest that model performance improves with larger
datasets, making the shortage of diverse and extensive circuit data a fundamental limitation in
training highly capable models. Addressing this challenge is crucial for unlocking the full potential
of AI-driven EDA solutions.
Circuit reusability. Reusability is a key factor in practical circuit development, as companies

often rely on pre-designed IP blocks rather than building circuits from scratch. This inherent
reusability presents an opportunity for circuit foundation models to exploit semantic similarities
across designs, enhancing performance on downstream tasks. By leveraging patterns and shared
features within circuit datasets, these models can improve efficiency and adaptability in various
EDA applications.
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4 FOUNDATION MODEL AS A CIRCUIT ENCODER
In this section, we will cover all encoder-based circuit foundation models. The circuit encoder
paradigm consists of two major stages: (1) It first pre-trains AI models to encode circuits into
generalized embedding vectors that capture rich intrinsic properties of circuits. These embeddings
provide a flexible representation that can further be fine-tuned with task-specific supervision. (2)
The fine-tuning process enables the embeddings to support various predictive downstream tasks,
such as early-stage design quality prediction and functional reasoning, thus supporting design
space exploration. The goal is to predict specific outcomes based on given circuit data. Figure 5
summarizes our covered encoder works based on their proposed pre-training techniques.
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Fig. 5. Summary of pre-training techniques used in circuit encoders, covered in Section 4. Representative pre-
training techniques include (a) self-supervised contrastive learning, (b) self-supervised mask-reconstruction,
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Existing works mainly focus on exploring the pre-training techniques that capture the structural,
semantic, and physical aspects of circuits. As summarized in Figure 5, we categorize the existing
circuit encoder pre-training techniques into four types, each focusing on different aspects of
learning circuit representations:

• Self-supervised contrastive learning in Figure 5 (a). This technique minimizes the
distance between embeddings of similar circuits while maximizing the distance between
embeddings of dissimilar circuits based on the circuits’ functionality. This process pre-trains
the model to differentiate between functionally equivalent and non-equivalent circuits. In
this way, the pre-trained model learns meaningful representations that reflect the intrinsic
functional properties of the circuit designs.

• Self-supervised mask-reconstruction in Figure 5 (b). In this technique, parts of the
circuit representation are masked, and the model is pre-trained to reconstruct the masked
missing parts. This process pre-trains the model to learn robust, complete representations of
circuits, capturing both the structural and functional aspects. The pre-training task typically
involves masking graph nodes or textual tokens of a circuit and using the remaining circuit
information to predict the missing parts.

• Supervised circuit pre-training tasks in Figure 5 (c). In addition to self-supervised pre-
training techniques, certain approaches incorporate task-related supervision to pre-train
circuit encoders. Unlike direct target-task supervision in supervised methods, these pre-
training tasks provide generalizable guidance to help the model learn circuit properties
from labeled data. For example, predicting the truth-table distance between circuit pairs
pre-trains the model to capture functional properties, which can then be leveraged for
functional tasks such as SAT solving and logic synthesis.

• Multimodal circuit fusion in Figure 5 (d). This technique integrates multiple modalities
of circuit data, such as textual, structural, and physical information, to create richer, more
comprehensive representations. The model is pre-trained to fuse these different modalities,
enabling it to capture a broader range of circuit characteristics. In this way, the model
supports complex tasks that require information from different modalities.

In the following subsections, we summarize existing circuit encoders based on their target circuit
design stages, including HLS stage (Section 4.1), RTL stage (Section 4.2), netlist stage (Section 4.3)
and layout stage (Section 4.4). A detailed comparison and summary of these circuit encoders
are provided in Table 2 and Table 3, respectively. Section 4.5 will cover the emerging and more
advanced circuit encoder techniques. For each stage, we first summarize the employed circuit
dataset, including detailed statistics and data collection process, then detail the proposed encoding
techniques, including circuit preprocessing, ML model architecture, and pre-training techniques,
and finally discuss the supported downstream tasks with evaluation metrics.

4.1 Circuit Encoder for HLS
In the context of HLS, the circuit encoder plays a pivotal role in representing and optimizing the
design space for HLS circuits. HLS involves the transformation of high-level programming languages
(e.g., C/C++) into hardware description languages (e.g., Verilog), with the goal of improving the
design, performance, and power efficiency of hardware systems. Efficient exploration of this design
space is critical, and HLS encoders are explored to learn meaningful representations of the circuit
designs, enabling better optimization and decision-making. As shown in Figure 6 (a), two notable
methods in this domain are HARP [99] and ProgSG [100], both pre-train HLS encoders with
self-supervised learning, improving the exploration of the HLS design space.

4.1.1 Dataset for HLS circuits.
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Target
Stage Method Modality Pre-Training Downstream Task

Graph Text Self-Supervised Supervised Design Quality Functionality

HLS HARP [99] ✓ ✓ ✓
ProgSG [100] ✓ ✓ ✓ ✓

RTL

Design2Vec [101] ✓ ✓ ✓ ✓
SNS v2 [25] ✓ ✓

CircuitEncoder [102] ✓ ✓ ✓
CircuitFusion [97] ✓ ✓ ✓ ✓

Netlist

DeepGate [103] ✓ ✓ ✓
DeepGate2 [104] ✓ ✓ ✓

DeepGate3/4 [98, 105] ✓ ✓ ✓
GAMORA [54] ✓ ✓ ✓
HOGA [106] ✓ ✓ ✓ ✓

PolarGate [107] ✓ ✓ ✓
DeepSeq [108, 109] ✓ ✓ ✓
FGNN [110, 111] ✓ ✓ ✓

CircuitEncoder [102] ✓ ✓ ✓
MGVGA [112] ✓ ✓ ✓ ✓ ✓
NetTAG [113] ✓ ✓ ✓ ✓ ✓
DeepCell [114] ✓ ✓ ✓

Layout
Circuit GNN [115] ✓ ✓ ✓

TAG [116] ✓ ✓ ✓
LLM-HD [117] ✓ ✓ ✓

Table 2. Comparison of modality, pre-training techniques, and supported downstream tasks for existing
encoder-based circuit foundation models, as covered in Section 4.

The HLS dataset [118] used in these works consists of 42 unique kernels, each with multiple
optimization pragmas generated by the AMD/Xilinx HLS tool, resulting in over 10,000 design
configurations. The HLS designs serve both text and graph modalities. In the text modality, the data
consists of C/C++ code, averaging 1,286 tokens per program. In the graphmodality, the programs are
converted into the control-data flow graphs (CDFG), with an average of 354 nodes and 1,246 edges.

4.1.2 Encoding techniques for HLS circuits.
Both HARP [99] and ProgSG [100] employ self-supervised learning techniques to pre-train HLS

encoders. HARP [99] focuses on encoding the graph format of HLS CDFG, while ProgSG [100]
extends this by adding textual input for richer multimodal circuit representation learning. We detail
the HLS encoding techniques below.
Self-supervised HLS graph encoder with masked pragma reconstruction. HARP [99]

focuses on HLS control-data flow hierarchical graphs for representing circuit designs. Specifically,
HARP [99] utilizes a hierarchical graph representation of HLS designs, incorporating both high-
level and low-level views, where the high-level view combines C/C++ code and LLVM intermediate
representation (IR) to capture the program’s structure and semantics, and the low-level view
focuses on LLVM IR to capture detailed implementation details. This dual-level representation
helps mitigate long-range dependencies within the program. The model employs a GNN to encode
this hierarchical graph into circuit embeddings. During pre-training, it applies a self-supervised
learning technique called masked pragma reconstruction, with paradigm demonstrated in Figure 5
(b). In this approach, certain pragmas (compiler directives) are masked, and the GNN model is
trained to predict these masked pragmas based on the surrounding node embeddings in the graph.
This enables the model to learn the specific effects of each pragma, enhancing its performance and
improving its ability to transfer knowledge across tasks.

Self-supervisedHLS encoder enhanced viaHLS graph-textmulimodal fusion. ProgSG [100]
builds upon HARP [99] by integrating multimodal learning to improve HLS encoding. It combines
two modalities: CDFG hierarchical graph used in HARP [99] and HLS C/C++ source code text,
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allowing the model to capture both structural and semantic aspects of the design. ProgSG [100]
uses a GNN for graph encoding and an LLM for text encoding. It introduces a node-token message
passing mechanism for multimodal fusion, where information is exchanged through block nodes
and tokens from the high-level view before being propagated to normal nodes and tokens via
GNN and transformer layers. To address the scarcity of labeled designs, ProgSG [100] employs a
self-supervised pre-training technique based on compiler-generated data flow analysis tasks. This
static analysis task predicts the relationship between two nodes in a CDFG, such as reachability
and data dependencies, enabling the model to learn how data moves through the program. This
pre-training improves the model’s ability to generalize, boosting its performance in downstream
tasks such as design space exploration and design optimization.

4.1.3 Downstream tasks for HLS encoders.
The two methods, HARP [99] and ProgSG [100], support downstream tasks that predict various

HLS design quality metrics, including latency (in cycle counts), block RAM utilization, digital signal
processor utilization, flip-flop utilization, and lookup-table utilization. These metrics are critical
for evaluating the performance and efficiency of HLS designs. The models are assessed using the
regression metric root mean square error (RMSE), which measures the accuracy of the design
performance predictions.
In addition to performance prediction, these HLS encoders are further used for design space

exploration, a task aimed at finding the optimal design for a given kernel. This process involves
exploring various design configurations to identify the best-performing design in terms of resource
utilization and latency.

4.2 Circuit Encoder for RTL Stage
In the RTL stage of VLSI design, the RTL encoder can capture both the semantics and structure
of RTL circuits. As illustrated in Figure 6 (b), which shows the timeline of existing RTL encoders,
four notable methods have emerged in this domain: Design2Vec [101] utilizes supervised pre-
training tasks for functional verification tasks. In contrast, SNS v2 [25], CircuitEncoder [102], and
CircuitFusion [97] employ self-supervised learning techniques for design quality prediction tasks.

4.2.1 Dataset for RTL circuits.
The RTL designs are used in both text and graph modalities: the text modality directly adopts

the HDL code (e.g., Verilog), while the graph modality converts the RTL code into a CDFG based on
the abstract syntax tree. For functional verification tasks, Design2Vec [101] employs three designs,
including two RISC-V CPUs and one TPU. For each design, the authors generated random tests and
sampled each test parameter uniformly. They used a testbench to randomly sample input test stimuli
and a Verilog RTL simulator to obtain ground-truth labels of whether a cover point was covered by
that test, resulting 4118 cover points in total. As for design quality evaluation tasks, SNS v2 [25] and
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CircuitFusion [97] collect various types of RTL designs from various open-sourced benchmarks,
including ITC’99 [119], OpenCores [120], Chipyard [121], VexRiscv [122], XiangShan [123], and
other open-sourced designs. The RTL designs are synthesized using logic synthesis tools such as
Synopsys Design Compiler, and the design quality metrics (i.e., PPA values) are obtained from the
post-synthesis netlists. In the latest work CircuitFusion [97], the dataset scale includes up to 500K
nodes for the circuit graph and up to 20M tokens for Verilog code text.

4.2.2 Encoding techniques for RTL.
As shown in Figure 6 (b), in the supervised encoding branch, Design2Vec [101] pioneers RTL

encoding by learning functional semantics through pre-training supervisions for verification tasks.
In the self-supervised learning branch, SNS v2 [25] proposes to leverage functional contrastive learn-
ing on RTL graphs to capture RTL circuit representations, while CircuitEncoder [102] enhances this
by introducing cross-stage alignment with netlist stage, incorporating implementation details from
netlists. CircuitFusion [97] further improves by integrating code text and functional summaries with
the RTL graph formultimodal fusion, and adds additional self-supervised techniques to learn RTL cir-
cuits at multiple modalities and granularities. We detail the key techniques for RTL encoders below.

Supervised RTL semantic encoder with functional supervisions. Design2Vec [101] learns
semantic representations of RTL circuits for functional verification. The input to Design2Vec [101]
includes the hardware design represented as a CDFG derived from the RTL Verilog code, along
with the corresponding source code text. The CDFG captures both the control and data flow aspects
of the design, providing a comprehensive view of the hardware’s functionality. Design2Vec [101]
employs a GNN to process the RTL CDFG, with each node augmented by RTL code text embeddings
obtained from an LSTM for multimodal fusion. To capture the sequence dependency of circuit
functionality, an additional LSTM is used to generate final node embeddings. During pre-training,
Design2Vec [101] uses a supervised learning pre-training task that predicts the coverage of specific
points in the design when simulated on test inputs. This task requires the model to integrate both
the structural and functional aspects of the hardware design, effectively learning the interactions
between control and data flow.
Self-supervised RTL encoder with contrastive learning. Although the supervised pre-

training task is designed to learn the circuit functionality, it cannot be generalized to other function-
unrelated tasks. The other three RTL encoders (i.e., SNS v2 [25], CircuitEncoder [102], and Circuit-
Fusion [97]) employ self-supervised learning techniques that learn a generalized circuit embedding.
The pioneering work SNS v2 [25] first introduces self-supervised contrastive learning to learn
generalized circuit embeddings. The input to the SNS v2 [25] model is the graph format of HDL
code based on the abstract syntax tree. It proposes a hierarchical graph format for RTL designs,
where the low-level graph consists of subgraphs sampled from registers, and the high-level graph
represents register dependency. The model uses a two-level hierarchical GNN architecture. The low
level processes small subgraphs, capturing local structural and functional features, while the high
level aggregates these embeddings to predict quality metrics such as power, area, and timing for the
entire design. For pre-training, SNS v2 [25] employs a contrastive learning approach to pre-train the
subgraph GNN on unlabeled hardware designs. The model learns to create functionally equivalent
circuit representations, where similar embeddings are assigned to functionally equivalent circuits,
despite differences in their representation. This self-supervised learning task enables the model to
understand circuit equivalence. After pre-training, the model is fine-tuned using labeled datasets
and adapted to new domains, allowing it to predict design quality metrics for various RTL circuits.

Self-supervised RTL encoder enhanced with cross-stage alignment. Following SNS v2 [25],
CircuitEncoder [102] also converts circuit RTL code into a graph-based representation using the
abstract syntax tree. The model processes the graph using a graph transformer, which allows it
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to learn from the structural relationships of RTL designs. For pre-training, CircuitEncoder [102]
employs graph contrastive learning on RTL designs, similar to SNS v2 [25]. In addition, CircuitEn-
coder [102] introduces multi-stage contrastive learning, which involves learning embeddings both
within the same design stage (intra-stage) and across different stages (inter-stage) between RTL
and netlist designs. This technique helps align the embeddings from different design stages into a
shared latent space, improving the model’s ability to transfer learning between different stages and
enhancing its generalization across the hardware design process.
Self-supervised RTL encoder enhanced with multimodal fusion. Another recent work

CircuitFusion [97] proposes self-supervised learning and advances the RTL encoder by fusing
multiple modalities of RTL designs to enhance chip design workflows. Specifically, it processes three
input modalities: HDL code, representing circuit functionality in textual form (e.g., Verilog); graph
format, capturing the circuit’s structure through an abstract syntax tree; and functionality summary,
a high-level textual abstraction of the design’s function. The model uses unimodal encoders for each
modality, including graph, code, and summary encoders, followed by a multimodal fusion encoder
with a cross-attention mechanism to combine the outputs into a unified latent space. During
pre-training, CircuitFusion [97] utilizes several self-supervised tasks: (1) Intra-modal learning,
including contrastive learning and masked graph modeling to capture the internal structure of each
modality, (2) Cross-modal alignment, where contrastive learning aligns the different modalities in
a shared space, (3) Multimodal fusion, which involves tasks like masked summary modeling and
mixup-embedding matching to combine structural and semantic information from all modalities,
and (4) Implementation-aware alignment, which aligns RTL and netlist representations to ensure
the design’s functionality maps accurately to its physical implementation.

4.2.3 Downstream tasks for RTL encoders.
The RTL stage is crucial for implementing the functionality of the specification and serves as

the foundation for design quality optimization, such as PPA. The primary downstream tasks for
RTL encoders focus on functional verification and early-stage PPA prediction. For functional
verification, the Design2Vec [101] model uses the semantic representations learned through pre-
training tasks to predict whether a given test covers specific portions of the design and to generate
test vectors. The model is evaluated based on its ability to predict coverage and detect bugs in
hardware designs. By improving test generation and bug detection efficiency, themodel enhances the
overall verification process. For design quality prediction, SNS v2 [25], CircuitEncoder [102], and
CircuitFusion [97] all focus on predicting key synthesis results, including area, power consumption,
and timing for hardware designs. These models are evaluated using performance metrics such as
the correlation coefficient (R) and Mean Absolute Percentage Error (MAPE), providing insights into
the accuracy of design quality predictions and contributing to early-stage optimization for PPA.

4.3 Circuit Encoder for Netlist Stage
The netlist stage is one of the most actively explored stages in circuit encoders, with circuit
encoding playing a critical role in extracting meaningful representations from the structural and
functional properties of logic circuits. In recent years, several methods have been developed that
apply graph learning techniques (e.g., GNNs and Graph Transformers), to improve netlist analysis.
As shown in Figure 7 (a), the timeline for netlist encoders includes both supervised methods, such
as the DeepGate Family [98, 103–105], HOGA [106], PolarGate [107], and DeepSeq [108, 109],
as well as self-supervised methods like FGNN [110, 111], CircuitEncoder [102], NetTAG [113],
and DeepCell [114]. These encoders have evolved from encoding simple AND-Inverter Graphs
(AIGs) of netlists to more complex post-synthesis netlists involving various types of gates. For
downstream tasks, these netlist encoders support a wide range of applications. These include
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functional reasoning and verification tasks, such as arithmetic block identification, SAT solving,
and logic synthesis, as well as netlist-stage design quality evaluation tasks like timing, power, and
area estimation.

4.3.1 Dataset for circuit netlists.
Most of the netlist encoders [98, 103–111] target the And-Inverter Graph (AIG) format of the

netlist, which is an intermediate representation commonly used in logic synthesis and verification.
Recently, works [113, 114] have expanded their scope beyond basic AIG gates to handle more
complex post-synthesis netlists, which include various standard cells. For AIG datasets, the en-
coders gather data from various benchmarks like OpenABC-D [124], ITC’99 [119], IWLS [125],
OpenCores [120], EPFL [126], GAMORA [54], arithmetic modules [110], Chipyard [121], and
LGSynth-93 [127]. RTL designs from these benchmarks are typically converted into AIG formats
using the ABC open-source logic synthesis tool. These encoders primarily focus on combinational
logic within AIGs, with DeepSeq [109] also considering sequential registers in its encoding process.
As for the post-synthesis netlist datasets, they are obtained from RTL benchmarks like ITC’99 [119],
IWLS [125], OpenCores [120], EPFL [126], Chipyard [121] and VexRiscv [122]. Logic synthesis
is conducted using technology libraries to generate the post-synthesis netlists. NetTAG [113]
processes both combinational and sequential netlist gates, while DeepCell [114] focuses on the
combinational aspects. This expansion enables the models to handle a wider range of netlist formats
and to predict design quality more accurately at post-synthesis stages.

4.3.2 Encoding techniques for netlist.
As shown in Figure 7 (a), we categorize the encoding methods into supervised pre-training tasks

and self-supervised learningmethods. In the supervised encoding branch, DeepGate family [98, 103–
105] pioneers AIG encoding for netlists, learning functional semantics for logic synthesis and
verification tasks. They have improved scalability with advanced supervision, better graph learning
models, and optimized memory consumption. Other methods, like HOGA [106] and PolarGate [107],
refine AIG encoding with customized GNN architectures and message-passing mechanisms to
capture both structural and functional properties. DeepSeq [108, 109] extends the DeepGate Fam-
ily to handle sequential circuits, improving the model’s ability to process more complex circuit
behaviors. In the self-supervised learning branch, FGNN [110, 111] first introduces functional
contrastive learning to solve the arithmetic block identification problem. CircuitEncoder [102]
enhances this with cross-stage alignment, incorporating RTL-stage information to improve netlist
encoding. NetTAG [113] and DeepCell [114] push the boundaries of AIG encoding by advancing it
to handle more complex post-synthesis netlists, allowing for the processing of designs with various
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Target
Stage Method Technique Downstream Task

Pre-train objective

HLS HARP [99] Masked pragma reconstruction HLS design space exploration
ProgSG [100] Data flow analysis tasks for graph and node HLS design space exploration

Design2Vec [101] Testing cover point prediction Verification coverage prediction and test generation
SNS v2 [25] Functional contrastive learning Post-synthesis PPA prediction

RTL

CircuitEncoder [102] Intra-stage functional contrastive learning
Cross-stage functional contrastive alignment Post-synthesis PPA prediction

CircuitFusion [97]

Masked gate reconstruction
Functional contrastive for graph/ summary

Modality fusion
Cross-design-stage alignment

Post-synthesis PPA prediction

DeepGate [103] Signal probability prediction Signal probability prediction on large AIGs
DeepGate2 [104] Truth-table supervisions on node Logic synthesis and SAT solving

DeepGate3/4 [98, 105] Truth-table supervisions on node and graph SAT solving
GAMORA [54] Task-specific supervisions Logic functional reasoning
HOGA [106] Task-specific supervisions Logic synthesis QoR prediction, functional reasoning

Netlist

PolarGate [107] Truth-table supervisions Signal probability and truth-table distance prediction
DeepSeq [108, 109] Truth-table supervisions on node Toggle rate prediction for power analysis
FGNN [110, 111] Functional contrastive learning Gate function reasoning

CircuitEncoder [102] Intra-stage functional contrastive learning
Cross-stage functional contrastive alignment Register function reasoning

MGVGA [112] Masked gate reconstruction QoR prediction, logic equivalence identification

NetTAG [113]

Logic expression contrastive
Masked gate reconstruction

Netlist graph contrastive learning
Netlist graph size prediction

Post-layout PPA prediction
Gate/Register function prediction

DeepCell [114] Masked circuit modeling Functional ECO

Layout
Circuit GNN [115] Task-specific supervisions Congestion and wirelength prediction

TAG [116] Layout instance distance prediction Wirelength, and net parasitic capacitance prediction
LLM-HD [117] Masked language modeling Hotspot detection

Table 3. Summary of the pre-training techniques and supported downstream tasks of circuit encoders, covered
in Section 4.

standard cells and more intricate gate structures, thus improving the prediction and optimization
of hardware designs in post-synthesis stages.

Supervised AIG encoder with functional supervision. The DeepGate family [98, 103–105]
is one of the pioneers in netlist encoders. They handle circuit AIGs using customized graph
learning models, which are pre-trained using supervised pre-training tasks. These works primarily
focus on functional-related tasks, such as training on pairwise truth table differences between
sampled logic gates. The DeepGate family continuously improvesmodel performance and scalability,
with DeepGate3 [98] introducing a graph transformer to capture global circuit relationships, and
DeepGate4 [105] optimizing the model by eliminating redundant computations.
Specifically, DeepGate [103] employs a GNN architecture specifically tailored for AIG graphs,

incorporating an attention mechanism and recurrent layers to aggregate information across the
graph. Each node’s embedding is computed based on its gate type and its relationships with
neighboring nodes. The recurrent GNN is designed to capture the functional behavior of the circuit
by using both forward and reversed propagation layers, simulating the logic behavior. Signal
probability (the probability of a node being in logic ‘1’) is used as the supervision task, with signal
probabilities derived from random logic simulations. These simulations are run on the circuits to
obtain accurate probability values, allowing the model to learn functional behavior more effectively.

DeepGate2 [104] enhances the functionality-awareness encoding by introducing the Hamming
distance between the truth tables of logic gates as supervision. The model uses a one-round
GNN architecture, which processes both functional and structural embeddings for each gate.
Unlike the multi-round GNN used in the original DeepGate, this one-round architecture efficiently
propagates embeddings in a single pass. The functional embeddings represent the logic behavior of
gates, incorporating the pairwise truth table difference as a supervisory signal, while structural
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embeddings capture the topology of the circuit. A self-attention mechanism is used to aggregate
information across different gates, enabling the model to focus more on controlling fan-in gates.
During pre-training, a functionality-aware loss is proposed, which aligns gate embeddings with
their functional equivalence. This loss minimizes the distance between embeddings corresponding
to gates that perform similar logical operations, thereby improving the model’s ability to recognize
functionally equivalent gates.

DeepGate3 [98] improves upon DeepGate2 [104] by enhancing both performance and scalability
with a graph transformer model. It uses DeepGate2 [104] as the AIG node tokenizer and refines the
node embeddings with a graph transformer to capture long-range dependencies within the graph.
For generating graph-level embeddings, another graph transformer is used for pooling. During
pre-training, in addition to the gate-level supervisions used in DeepGate2, graph-level tasks are
introduced. These tasks involve using fan-in cones to segment circuits into smaller subgraphs and
predict intrinsic features such as the size and depth of these subgraphs, further improving the
model’s ability to understand circuit structures at a broader level.

DeepGate4 [105] further improves the scalability and efficiency challenges of large-scale circuit
AIG representation learning by integrating a GAT-based sparse transformer. By leveraging graph
sparsity, the model reduces the time and memory complexity of the transformer, making it suitable
for processing large circuits. The architecture also incorporates structural encodings for gates,
such as level and out-degree, to enhance the learning of circuit properties. The circuit graph
is partitioned into smaller cones based on logic levels, which are then processed by the sparse
transformer. This approach significantly improves both accuracy and computational efficiency,
particularly for large-scale circuit designs, outperforming previous methods in terms of scalability
and overall performance.

Supervised AIG encoder enhanced with GNN architecture. In addition to DeepGate family,
other works (i.e., GAMORA [54], HOGA [106] and PolarGate [107]) explore to customize the
GNN architecture and message-passing mechanism to enhance the scalability and performance
of AIG encoding, combining with supervised pre-training tasks. In GAMORA [54], netlist AIGs
are transformed into a graph representation and processed using a GNN. During pre-training,
the GNN is trained with multiple functionally driven tasks, which jointly reason about Boolean
function aggregation and structural topology. This enables efficient symbolic reasoning for large-
scale Boolean networks. Specifically, GAMORA [54]’s model is designed to recognize fundamental
functional components within circuits, including identifying adder root and leaf nodes and detecting
XOR and MAJ functions. The multi-task learning framework enhances the model’s ability to
generalize across various functional tasks, leveraging shared representations to improve both
accuracy and scalability in processing large AIG-based netlists.

In HOGA [106], hop-wise features are precomputed for each design to capture interactions over
multiple hops before training. This step is done independently of the graph structure, enabling
scalability for distributed training. The AIG format of circuits is processed using a customized GNN
with a hop-wise aggregation scheme, which precomputes features based on multiple hops. It also
employs gated self-attention to adaptively learn high-order circuit structures. This approach avoids
recursive aggregation, which can be computationally expensive for large circuits. The model is
then trained using task-specific labels, allowing it to be adapted for downstream tasks.

In PolarGate [107], each node in the netlist AIGs represents two logical states: low level (0) and
high level (1), which are fundamental for Boolean logic tasks. Themodel employs a GNNwith a novel
functionality-aware message passing mechanism that aggregates information from neighboring
nodes while distinguishing between AND and NOT gates through specialized operators. To achieve
this, PolarGate [107] introduces an ambipolar embedding space, where each node is mapped to both
a positive and a negative embedding to represent the two logical states. It also uses differentiable
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logical operators, such as OPAND and OPNOT, that are designed to be differentiable and compatible
with embedding propagation in the AIG structure. Additionally, the message passing strategy is
modified to adhere to Boolean logical behavior, ensuring more accurate functional representation
of the circuit. These innovations enable PolarGate [107] to effectively capture the logical operations
of circuits and improve the model’s ability to process and learn from netlist-based designs.
Supervised AIG encoder enhanced for sequential circuits. Beyond focusing on the com-

binational logics of AIGs, DeepSeq [109] explores capturing the sequential behavior of AIGs.
DeepSeq [109] further advances this by using a directed acyclic GNN, which is optimized for
sequential netlists. It incorporates a customized propagation scheme that avoids recursive prop-
agation and handles cyclic sequential netlists in a single forward pass. The architecture separates
learning into three distinct embedding spaces: structure embedding for circuit connectivity, function
embedding for logic computations, and sequential embedding for capturing the temporal behavior
between consecutive clock cycles. During pre-training, DeepSeq [109] uses multiple functional
pre-training supervisions, including transition probability prediction to model sequential behav-
ior, logic probability prediction to capture logic functionality, and pairwise truth-table difference
to identify functional similarities among logic gates. These techniques enable DeepSeq [109] to
effectively learn both the functional and sequential aspects of sequential AIG circuits.

Self-supervisedAIG encoderwith contrastive learning. In addition to customized supervised
pre-training tasks based on circuit properties, another key approach for netlist encoders is leveraging
self-supervised learning techniques to learn from unlabeled circuit data and capture the intrinsic
information of the circuit. FGNN [110, 111] is a pioneer in adopting self-supervised contrastive
learning for AIG netlist encoding. It uses a customized GNN to encode AIGs into embeddings,
integrating a contrastive learning framework to enhance circuit functionality learning. The GNN
architecture incorporates two types of learnable message aggregators: an ANG aggregator for
AND gates and an INV aggregator for inverters. Asynchronous message passing is employed to
efficiently propagate information through the graph while preserving functionality semantics.
During pre-training, the model uses a contrastive learning scheme to learn circuit embeddings
that reflect the Boolean functionality of the circuits. This scheme ensures that the embeddings of
functionally equivalent circuits are close in the embedding space. Additionally, a new loss function
is introduced to effectively capture the relative functional distance between circuits, taking into
account input order invariance and circuits with different input widths, further improving the
model’s ability to represent the circuits’ functionality.
Self-supervised netlist encoders with cross-stage alignment. Recent advancements in

self-supervised learning for netlist encoders have introduced cross-design-stage alignment to en-
hance model awareness of different abstraction levels in circuit design. CircuitEncoder [102] and
MGVGA [112] both propose novel alignment strategies to bridge the high-level abstract semantics
of RTL with the low-level implementation details of netlists, enabling more robust circuit repre-
sentation learning. CircuitEncoder [102] represents both RTL and netlist circuits as graph-based
structures and processes them using a GNN. To learn circuit intrinsics, the model employs graph
contrastive learning within each design stage, differentiating functionally similar and dissimilar
circuit graphs. Additionally, it introduces intra-stage contrastive learning between RTL and netlist
stages, effectively aligning representations across design stages. This cross-stage awareness signifi-
cantly improves the encoder’s adaptability for downstream tasks following fine-tuning. Similarly,
MGVGA [112] proposes the concept of RTL-netlist alignment by integrating LLM-based processing
for RTL descriptions and GNN-based encoding for AIG netlists. During pre-training, it introduces
masked gate modeling, a technique that masks gates in the latent space while preserving logi-
cal equivalence, ensuring functional consistency throughout the representation learning process.
Furthermore, a cross-modal learning strategy is implemented, where Verilog-based functional
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constraints guide AIG-based representation learning, reinforcing the structural-functionality align-
ment. These cross-stage alignment techniques enhance the capability of netlist encoders, improving
their generalization across multiple circuit design stages and boosting performance in downstream
EDA applications.
Self-supervised post-synthesis netlist encoder with multimodal fusion. While many

existing netlist encoders focus on simpler AND-Inverter gates, they struggle with more complex
post-synthesis netlists that involve various gates from standard liberty cells. To address this
challenge, two recent works have advanced netlist encoding by incorporating multimodal fusion
(i.e., NetTAG [113]) or AIG-netlist alignment (i.e., DeepCell [114]) to unprecedentedly handle the
complexities of post-synthesis netlists.

As shown in Figure 8, in NetTAG [113], post-synthesis netlists are represented as text-attributed
graphs, where each node corresponds to a gate and is associated with attributes that include
both functional symbolic logic expressions and physical characteristics (such as area, power, and
delay). The model employs a two-stage multimodal hybrid architecture: first, an LLM-based text
encoder processes the textual attributes of the gates to generate semantic-rich embeddings. Then,
a graph transformer refines these embeddings by capturing the global circuit structure through
graph-based attention mechanisms. During pre-training, the model utilizes four key self-supervised
objectives. Expression contrastive learning enhances the LLM’s understanding of Boolean logic
by contrasting symbolic expressions. Masked gate reconstruction is a graph-based task where
certain gates are masked, and the model predicts the gate type, encouraging it to capture structural
roles. Netlist graph contrastive learning aims to group similar netlists together while separating
dissimilar ones, improving the model’s ability to recognize functional equivalence in different
netlist structures. Finally, cross-stage contrastive alignment aligns netlist embeddings with RTL
and layout embeddings, combining functional and physical information to improve performance
across various design stages. These self-supervised tasks enable NetTAG [113] to learn both the
functional and structural aspects of post-synthesis netlists, significantly enhancing its ability to
predict design qualities and optimize circuits across different stages of the design process.

Self-supervised post-synthesis netlist encoderwithAIG-netlist alignment.DeepCell [114]
proposes multiview representation learning to simultaneously capture structural and functional
information from both post-synthesis netlists and AIGs. The model uses two separate encoders:
the PM Encoder, which is a GNN designed to capture the features of standard cells from the
post-synthesis netlists, integrating both structural and functional embeddings through specialized
aggregators, and the AIG Encoder, which is a pre-trainedAIG encoder based onDeepGate2 [104] that
generates gate-level embeddings to provide additional structural information. During pre-training,
DeepCell [114] employs a self-supervised mask circuit modeling task, where a subset of the cell
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embeddings is masked, and the model reconstructs these embeddings using the information from
the AIG encoder. This approach refines the post-synthesis netlist representations by integrating
insights from both the local circuit view (i.e., netlist) and the global gate-level view (i.e., AIG),
enhancing the overall quality of the circuit representation and improving downstream tasks such
as design quality prediction and functional verification.

4.3.3 Downstream tasks for netlist encoders.
Netlist encoders support a wide range of downstream tasks, including functional reasoning and

verification tasks, as well as netlist-stage design quality evaluation tasks such as timing, power, and
area estimation. In functional reasoning and verification, key tasks ensure circuit functional
correctness. Logic probability prediction estimates the likelihood that a gate outputs a logic ‘1’,
evaluated by Mean Absolute Error (MAE). Equivalence class identification groups functionally
equivalent gates, with performance assessed by classification accuracy. SAT solving checks Boolean
satisfiability, evaluated by solving time and satisfiability accuracy. Arithmetic function block
identification identifies components like adders, assessed using classification metrics. Finally,
functional ECO identifies mismatches post-synthesis, with evaluation based on error reduction
and change cost. In design quality prediction, tasks focus on estimating key metrics like power,
area, and delay. Logic synthesis QoR prediction uses MAPE to predict power, area, and delay after
synthesis. Power evaluation estimates power based on toggle rate, evaluated by MAE and accuracy.
Post-layout PPA prediction estimates power, performance, and area after layout, using MAPE to
compare predicted versus actual results. These tasks enhance circuit optimization and validation.

4.4 Circuit Encoder for Layout Stage
In the layout stage of hardware design, circuit encoders process either the netlist or the GDSII
format of circuit layouts. As shown in Figure 7 (b), the timeline for layout encoders includes both
supervised methods such as Circuit GNN [115] which handles layout topology and geometry, and
self-supervised methods like TAG [116], which employs text-graph multimodal encoding, and
LLM-HD [117] which treats layout GDSII data as text. These methods focus on effectively capturing
the physical and structural properties of layout designs to improve design quality prediction.

4.4.1 Dataset for layout circuits.
The datasets used in Circuit GNN [115] come from the ISPD2011 benchmark [128] for congestion

prediction (12 designs) and the DAC2012 dataset [129] for net wirelength prediction (7 designs).
These are preprocessed into a Circuit Graph that combines topological and geometrical information.
TAG [116] uses 447 industrial AMS circuits in sub-10nm technology. The data is processed with
StarRC extraction tools to obtain placement coordinates and create spatial and text embeddings
by annotating the netlists with instance names and device types. For LLM-HD [117], the ICCAD
2012 [130] and ICCAD 2020 [131] benchmarks are used for layout hotspot detection, with GDSII
layouts. The ICCAD 2012 dataset [130] focuses on metal layer hotspots, and ICCAD 2020 [131]
on via-layer patterns. The data is processed directly from GDSII to preserve spatial and geometric
features, using semantic and hierarchical encoding.

4.4.2 Encoding techniques for layout.
Figure 7 (b) illustrates the categories of layout encoders. In the supervised branch, Circuit

GNN [115] customizes the GNN architecture to capture both the topology and geometry of the
circuit layout. In the self-supervised branch, TAG [116] proposes text-graph multimodal learning,
while LLM-HD [117] focuses on leveraging LLMs for textual layout encoding. These approaches
enable the models to effectively learn and represent the topology, geometry, and physical property
of circuit layouts for downstream tasks.
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Supervised layout encoder with customized GNN architecture. In Circuit GNN [115], the
input modalities consist of topological data (from the netlist) and geometrical data (from the layout).
These modalities are represented in a circuit graph, where cells and nets are the vertices, and
topo-edges and geom-edges connect them. The model is built upon a GNN, which processes the
heterogeneous circuit graph. The GNN utilizes message-passing to propagate information across
both topological and geometrical edges. Topological information is passed through topo-edges,
while geometrical information is transmitted via geom-edges. These messages are then fused to
update the representations of cells and nets. During pre-training, the integration of topological
and geometrical information is achieved through the message-passing paradigm, with topo-geom
message-passing ensuring both types of data contribute to the final learned representation. Task-
specific supervisions are employed to train the model.

Self-supervised layout encoder with text-graph multimodal fusion. TAG [116] framework
employs three primary modalities: (1) Text embedding, where the instance names and device/sub-
circuit types from the circuit netlists are used as text inputs, processed using fastText to generate
word embeddings, (2) Graph format, where the circuit is represented as a heterogeneous hierarchical
graph encoding devices (nodes) and their connections (edges), including device types (e.g., NMOS,
PMOS, capacitors) and hierarchical relationships between sub-circuits, and (3) Self-attention, where
a multi-head self-attention layer is applied to the embeddings to capture global dependencies
between instances within sub-circuits. The model architecture combines a GNN with self-attention
to process both graph and text embeddings. GNN layers aggregate node information, while the
self-attention mechanism ensures a global view of the circuit by considering the entire sub-circuit
during training. During pre-training, the model is trained in an unsupervised manner with a focus
on predicting the relative layout distance between instances within a sub-circuit. This distance
prediction task is framed as a regression problem, where the embeddings are trained to predict the
normalized relative distance between instances in manual layouts.

Self-supervised layout encoder with text semantic encoding. In LLM-HD [117], the input
modalities of this layout encoder include GDSII layout data and its semantic encoding. The GDSII
data is transformed into a sequential format to make it suitable for processing by a language model.
The key components include polygon shapes and spatial relationships between them, encoded as
sequential tokens. The model architecture employs a BERT-based transformer specifically designed
for layout patterns, utilizing multi-head self-attention to capture relationships between layout
features both locally and globally. The architecture consists of an embedding layer, followed by
LLM-HD [117] layers, and concludes with a classification layer. During pre-training, the model uses
masked language modeling, an unsupervised task where portions of the input data are randomly
masked, and the model predicts the masked portions. This pre-training enables the model to learn
representations of layout patterns, before fine-tuning for specific tasks such as hotspot detection.

4.4.3 Downstream tasks for layout encoders.
Circuit GNN [115] supports both congestion prediction and net wirelength prediction tasks.

For congestion, it predicts routing congestion during both the logic synthesis and placement
stages, evaluated using correlations and classification metrics like precision, recall, and F1-score.
TAG [116] handles three layout-stage tasks: layout matching prediction (binary classification of
layout constraints, evaluated by accuracy, TPR, FPR, PPV, and F1-score), wirelength estimation
(HPWL evaluated with R2, MAE, and sMAPE), and net parasitic capacitance prediction (evaluated
using R2 and MAE). LLM-HD [117] focuses on hotspot detection, a binary classification task
identifying layout areas prone to manufacturing defects.
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Fig. 9. Timeline for multimodal fused and cross-stage aligned encoders.

4.5 Summary of Trending Techniques for Advancing Circuit Encoders
4.5.1 Trend 1: Customized ML model architecture and pre-training tasks for circuits.

ML model architecture customized for circuits. To effectively capture the unique structural
and functional properties of circuit data, various customized architectures have been developed,
particularly in graph-based learning models. These architectures integrate specialized message-
passingmechanisms to enhance the representation of circuit structures. For instance, GAMORA [54]
and PolarGate [107] introduce customized GNN-based message passing tailored for AIGs, enabling
the model to efficiently capture both Boolean functionality and structural connectivity.
Pre-training tasks customized for circuits. Pre-training tasks for circuit encoders can be

divided into supervised and self-supervised methods, with each method specifically designed to
capture the unique properties of circuit data. In supervised learning, for example, DeepGate2 [104]
uses truth table supervision to train encoders by comparing the pairwise differences between truth
tables of logic gates, thereby capturing the functional behavior of the circuit. This approach helps
the encoder learn how different gates function in the context of their logic operations. On the other
hand, for example, SNS v2 [25] introduces self-supervised learning for RTL encoders with func-
tional contrastive learning. The model learns to cluster functionally similar circuits and separate
dissimilar ones in the latent space. Another notable self-supervised pre-training task is masked
circuit reconstruction, such as used in NetTAG [113], where specific gates in a circuit’s netlist
are masked, and the model learns to predict the missing gates based on the surrounding context.
These pre-training tasks are vital for learning generalized representations that can be fine-tuned
for various downstream tasks, such as design space exploration and functional verification.

4.5.2 Trend 2: circuit multimodal fusion.
Circuit design involves multiple modalities, including hardware description languages, graphical

representations, and functional summaries, each capturing different aspects of the circuit. Recent
works in circuit foundation models have focused on integrating these modalities through multi-
modal fusion techniques, enabling models to leverage both structural and semantic information
for more robust representation learning. Two primary approaches have emerged in this area:
hybrid ML model architecture that combines different encoders for various modalities and cross-
attention-based fusion with self-supervised learning. The timeline of multimodal fused encoders is
demonstrated in Figure 9 (a).

Multimodal fusion by hybridmodels.Hybrid models integrate distinct encoding architectures
tailored to specific circuit modalities. For example, ProgSG [100] and Design2Vec [101] focus on
HLS and RTL-stage circuits, respectively, where the source code contains rich semantic information.
These models employ LLMs to encode textual descriptions while using GNNs to capture struc-
tural information from control-data flow graphs. This dual-modality approach ensures that both
functional intent and circuit topology are preserved in the learned representations. At the netlist
and layout stages, where the netlist code provides limited functional information, NetTAG [113]
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and TAG [116] adopt a similar hybrid approach but with modifications suited for lower-level
representations. NetTAG [113] extracts detailed symbolic logic expressions for each gate, encoding
them using an LLM, while a GNN captures the circuit’s global structural dependencies. TAG [116]
follows a similar strategy, leveraging textual attributes alongside graph-based structural encodings
to improve netlist representation.
Multimodal fusion by cross attention. In addition to hybrid models, cross-attention-based

fusion has been proposed as an alternative strategy for multimodal integration. CircuitFusion [97],
designed for RTL-stage encoding, processes three primary modalities—HDL code, functional sum-
maries, and structural graphs—in parallel. Each modality is first encoded independently, after which
an additional multimodal fusion encoder with cross-attention mechanisms aligns and integrates
the learned representations. The cross-attention mechanism ensures that the fused representation
retains complementary information from all modalities while mitigating redundancy. CircuitFu-
sion [97] further enhances representation learning through self-supervised tasks such as masked
summary modeling and embedding mixup, reinforcing the alignment between modalities.

4.5.3 Trend 3: cross-design-stage alignment.
Cross-design-stage alignment has become a promising direction in circuit foundation mod-

els, enabling representations learned at earlier design stages (e.g., RTL) to be aligned with their
corresponding lower-level implementations (e.g., netlist, layout). This alignment enhances general-
izability, allowing models to better capture the functional and physical characteristics of circuits
throughout the design process. Two primary approaches have been explored for achieving cross-
stage alignment: contrastive learning-based alignment and mask-reconstruction-based alignment.
The timeline of cross-stage aligned encoders is demonstrated in Figure 9 (b).

Cross-stage alignment via contrastive learning. Contrastive learning-based alignment has
been effectively used for bridging different design stages by learning stage-invariant circuit rep-
resentations. CircuitEncoder [102] and CircuitFusion [97] focus on RTL-to-netlist alignment by
integrating structural and functional representations through self-supervised contrastive learning.
These models enforce similarity constraints between functionally equivalent circuits across design
stages, ensuring that embeddings capture both high-level design intent and low-level implemen-
tation details. NetTAG [113] extends this approach beyond RTL and netlist, incorporating layout
information to enable RTL-netlist-layout alignment. By leveraging cross-modal contrastive learn-
ing, NetTAG [113] aligns representations across all three design stages, facilitating more accurate
early-stage predictions of post-layout circuit characteristics.

Cross-stage alignment via mask-reconstruction. Mask-reconstruction-based alignment, on
the other hand, focuses on recovering masked portions of a circuit while maintaining logical and
structural consistency across design stages. MGVGA [112] is designed for RTL-to-AIG alignment,
where it employsMaskedGateModeling to selectivelymask gate-level details in AIG representations
while preserving functional equivalence. This ensures that the learned embeddings retain both
RTL-level semantics and AIG-level logic properties. DeepCell [114] also employs this technique
for AIG-to-netlist alignment, incorporating a self-supervised masking strategy to reconstruct
standard cell representations from their lower-level gate descriptions. This approach enhances the
model’s ability to understand structural variations while preserving functional equivalence across
abstraction levels.
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5 FOUNDATION MODEL AS A CIRCUIT DECODER
Another major paradigm of circuit foundation models is circuit decoders, which leverage LLMs for
the automated generation of circuit-related content. These models facilitate the creation of RTL code
(e.g., Verilog or VHDL), HLS code (e.g., SystemC or C++), design scripts (e.g., Tcl or Python), design
descriptions, etc. As summarized in Figure 10, this section provides a comprehensive overview of
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Fig. 10. Research tree of foundation models as circuit decoder, covered in Section 5.
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LLM-assisted circuit design techniques, categorizing them into 7 main directions according to their
applications in generative EDA tasks:

(1) LLM-assisted hardware code generation and optimization. This category explores the
application of LLMs in generating hardware code across different abstraction levels, such as
RTL and HLS code. We will discuss the use of LLMs for RTL code generation in Section 5.1
and HLS code generation in Section 5.2. Additionally, we will examine efforts in producing
optimized hardware in Section 5.3. Some works in this optimization category overlap with
the hardware code generation.

(2) LLM-assisted hardware code verification and debugging. Beyond code generation,
LLMs are employed to verify the correctness of hardware code (HLS or RTL) and to fix
potential bugs. Section 5.4 will cover the role of LLMs in hardware code verification, while
Section 5.5 will focus on hardware debugging techniques.

(3) LLM for hardware security.Works on hardware security focus on security-oriented design,
debugging, and verification. We will delve into these topics in Section 5.6, highlighting the
unique challenges in security as distinct from general verification and debugging.

(4) LLM for design flow automation and layouts. Section 5.7 explores the application of
LLMs in automating the design flow based on natural-language instructions, as well as
enhancing circuit layout processing for improved manufacturability.

(5) LLM for hardware architecture design. Section 5.8 addresses the application of LLMs at
a higher level of abstraction, focusing on design architecture and specifications. This includes
applications for memory design and AI accelerators.

(6) LLM for analog circuit design. Beyond the scope of digital VLSI design, LLM-assisted
analog circuit design is another important direction. In Section 5.9, we will explore how
LLMs can benefit analog circuit design, highlighting the significance of this area in the
broader context of hardware development.

5.1 LLM for RTL Code Generation
RTL design is a crucial step in the whole VLSI design process. This process defines the expected
behavior of circuits with hardware description languages (HDLs) like Verilog and VHDL. However,
RTL design remains a manual, time-consuming, tedious, and error-prone task. Recently, leveraging
LLMs for RTL generation offers a promising automated solution. Specifically, LLM solutions can
directly generate expected design RTL in HDL code, typically based on design descriptions in natural
language as LLM input. Such RTL code generation is the most extensively explored application
of LLM-assisted EDA techniques. The existing works contribute primarily in two ways: 1) new
benchmarks evaluating LLM performance, covered in Section 5.1.1 and listed in Table 4; and 2) new
LLM solutions on RTL code generation, covered in Section 5.1.2 and listed in Table 5 and Figure 12.

5.1.1 RTL code generation benchmarks.
As LLMs become popular for RTL design generation, benchmarks become crucial for assessing

the accuracy, efficiency, and reliability of LLM-based solutions for circuits. We summarize all
benchmarks on RTL generation in Table 4, among which RTLLM [12] and VerilogEval [14] are two
pioneering and most widely-adopted benchmarks for evaluating RTL code generation. Figure 11
illustrates the evaluation process of the RTL code generation benchmarks. A typical benchmark [12,
14] will provide dozens of design cases, each corresponding to one small circuit design or component.
For each case, the benchmark will provide three types of files: 1) design descriptions as the LLM
input, 2) test benches to verify the correctness of LLM-generated HDL code, and 3) the correct HDL
code (i.e., reference model), typically handcrafted by designers, as a reference.
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Benchmarks for RTL Code Generation
Benchmarks Open-sourced link Date

RTLLM [12, 154] ✓ https://github.com/hkust-zhiyao/rtllm 2023-10
VerilogEval [14]

✓ https://github.com/NVlabs/verilog-eval 2023-12
VerilogEval v2[165] 2024-08
CreativeEval [147] ✓ https://github.com/matthewdelorenzo/creativeval 2024-04
RTL-repo [153] ✓ https://github.com/AUCOHL/RTL-Repo 2024-05
VHDL-Eval [148] 2024-06
ChatGPTV [149] ✓ https://github.com/aichipdesign/chipgptv 2024-11

Table 4. Collection of benchmarks on LLMs for RTL generation in Section 5.1. VerilogEval [14] and its second
version [165] share the same open-source link.

RTLLM [12] is one of the first benchmarks on design RTL generation based on natural language
descriptions. It introduces a comprehensive evaluation framework with three progressive goals:
syntax correctness, functionality correctness, and design quality (i.e., PPA metrics). The benchmark
includes 30 diverse designs, ranging from simple arithmetic circuits to complex systems like a RISC
CPU, and provides automated evaluation pipelines with natural language descriptions, testbenches,
and human-crafted reference designs. RTLLM also adopts a self-planning prompt engineering
technique, which significantly improves the performance of GPT-3.5 [88] by decomposing the RTL
generation task into planning and code generation steps. The latest version (i.e., RTLLM 2.0) is
available in OpenLLM-RTL [154] and expands the benchmark to 50 designs.

VerilogEval [14] is the other pioneering benchmark on RTL generation based on natural language
descriptions. It comprises 156 problems sourced from HDLBits, covering a wide range of topics from
combinational circuits to finite state machines. VerilogEval offers two types of problem descriptions:
machine-generated (using LLMs) and human-curated, ensuring clarity and reducing ambiguity. The
benchmark provides an automated testing environment using the ICARUS Verilog simulator and
employs the pass@k metric to evaluate functional correctness. Additionally, VerilogEval explores
supervised fine-tuning (SFT) with a synthetic dataset of 8,502 problem-code pairs, demonstrating
that fine-tuning can enhance LLM performance, especially for models not originally trained on
Verilog. Based on VerilogEval [14], VerilogEval v2 [165] evaluates the performance of new models
and enhances the infrastructure and further discusses the importance of prompt engineering for
RTL generation task.
In addition to the widely adopted RTLLM and VerilogEval benchmarks, there are several other

benchmarks that assess LLMs in RTL code generation. CreativeEval [147] evaluates LLM creativity
in Verilog generation based on fluency, flexibility, originality, and elaboration, finding GPT-3.5
to be the most creative among tested models. RTL-Repo [153] collects 4,000 GitHub samples to
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Fig. 11. Illustration of the benchmark on LLMs for RTL generation, recent works are covered in Section 5.1.
Benchmark workflow comprises three steps: 1) LLMs generate RTL code from specifications, 2) The code
is input into a synthesis tool to identify syntax errors, and 3) A simulation process checks for mismatches
against predefined reference models or test case golden results.
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LLM for RTL Code Generation
Works Open Link Date Method

Nair et a. [158]* 2023-02
Enrique et al. [238] ✓ https://github.com/99EnriqueD/verilog_autocompletion 2023-04
ChipGPT [133] (Opt) 2023-06

RTLLM [12] ✓ https://github.com/hkust-zhiyao/rtllm 2023-08
AutoChip [136] ✓ https://github.com/shailja-thakur/AutoChip 2023-11 Prompt
Chip-Chat [135] 2023-11 engineering

Sandal et al. [161] (Opt) 2024-01
Goh et al. [164] 2024-03

VerilogCoder [144] 2024-08
AIVRIL2 [138] 2024-09

Nakkab et al. [159] 2024-09
Vijayaraghavan et al. [160] 2024-09

MAGE [152] 2024-12
RTLSquad [151] ✓ https://github.com/observerw/RTLSquad 2025-01
VRank [239] 2025-01

DeLorenzo et al. [162] (Opt) 2024-02 Monte Carlo
tree search

DAVE [132] ✓ 2020-11
VerilogEval [14] ✓ https://github.com/NVlabs/verilog-eval 2023-09 SFT with
ChipNemo [13] 2023-10 private

BetterV [141] (Opt) 2024-02 data
Chang et al. [142] 2024-05
VeriSeek[163] ✓ https://huggingface.co/LLM-EDA/VeriSeek 2024-08 SFT with RL
DeepRTL [156] 2025-02 Representation

Learning
VeriGen [137] ✓ https://github.com/shailja-thakur/vgen 2023-07 UFT
RTLCoder [145] ✓ https://github.com/hkust-zhiyao/RTL-Coder 2023-12
CodeV [139] ✓ https://github.com/IPRC-DIP/CodeV 2024-07

MG-Verilog [146] ✓ https://github.com/GATECH-EIC/mg-verilog 2024-07 SFT with
AutoVCoder [140] ✓ https://github.com/sjtu-zhao-lab/AutoVCoder 2024-07 open-sourced

Origen [143] ✓ https://github.com/pku-liang/OriGen 2024-09 data
CraftRTL [157] ✓ https://github.com/NVlabs/CraftRTL 2024-09

Table 5. Works on LLMs for RTL generation. In the ‘Works’ column, denotation ‘*’ refers to works on security,
while ‘(Opt)’ means the work focuses on design optimization. Though VerilogEval [14, 165] is a benchmark
(in Table 4), it also proposes SFT with problem-pair pairs, while the training dataset is not open-sourced.
DeLorenzo et al. [162] introduce an RTL generation framework that integrates the MCTS sampling process,
which we classify as a form of prompt engineering since it solely alters the inference process, without
necessitating fine-tuning. Some works provide code through GitHub but don’t provide open-source models
or training datasets. We classify them as SFTs with private data.

evaluate LLMs on ‘long-range dependency handling’ ability through several metrics. However,
the dataset lacks corresponding functional specifications, preventing it from being considered a
standard benchmark. VHDL-Eval [148] addresses the lack of VHDL-specific benchmarks, offering
202 problems with self-verifying testbenches to evaluate functional correctness through zero-shot
generation and fine-tuning. ChatGPTV [149] introduces a multi-modal benchmark for Verilog
synthesis, incorporating visual inputs to improve LLM performance in handling spatial circuit
complexity, showing significant accuracy gains over text-only approaches.

5.1.2 RTL code generation techniques.
RTL code generation is the most extensively explored application of LLM-assisted EDA techniques.

Given the growing body of work in this area, we categorize existing approaches into four distinct
strategies. Table 5 and Figure 12 list the comparison and timeline of all related works, respectively.
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https://github.com/hkust-zhiyao/rtllm
https://github.com/shailja-thakur/AutoChip
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https://huggingface.co/LLM-EDA/VeriSeek
https://github.com/shailja-thakur/vgen
https://github.com/hkust-zhiyao/RTL-Coder
https://github.com/IPRC-DIP/CodeV
https://github.com/GATECH-EIC/mg-verilog
https://github.com/sjtu-zhao-lab/AutoVCoder
https://github.com/pku-liang/OriGen
https://github.com/NVlabs/CraftRTL
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Fig. 12. Timeline of works on RTL generation, covered in Section 5.1. The timeline also includes the works
of generation for design optimization (e.g., BetterV [141]). Recent works (e.g., Origen [143] and Verilog-
Coder [144]) show a trend of utilizing feedback from EDA tools to improve generation quality.

(1) Prompt engineering. This approach designs specific prompts to guide LLMs in generating
RTL outputs. The effectiveness of the generated code largely hinges on the quality of
these prompts, which often requires iterative refinements and experimental trial-and-error.
Well-crafted prompts can lead to correct and even high-quality RTL code.

(2) LLMs trained on private datasets with instruction-code pairs. This approach fine-tunes
LLMs (based on already pre-trained LLMs) using proprietary data, such as industrial in-
house circuit designs. It tailors models to an organization’s needs, enhancing performance
but requires significant resources and access to high-quality private data.

(3) LLMs trained on open datasetswith code only.This approach uses open-source codebases
to fine-tune LLMs, eliminating the need for labor-intensive, high-quality datasets that require
manual annotation. Such unsupervised fine-tuning process can help LLMs capture inherent
structures of RTL code but is less effective for instruction-following tasks.

(4) LLMs trained on open datasets with instruction-code pairs. Fine-tunes models on pairs
of design specifications and RTL implementations, helping them translate specifications
into code. This requires a large number of high-quality pairs, which can be challenging to
obtain but is quite effective in boosting LLMs’ ability on hardware code generation tasks.

The first strategy, prompt engineering, primarily leverages commercial LLMs via API calls. In
contrast, the other three strategies focus on customizing local LLMs by fine-tuning pre-trained
models, mostly from open-source communities. Each strategy has its own advantages and drawbacks.
Commercial models (e.g., GPT) reduce the substantial costs of training and deploying LLMs but may
raise security and intellectual property concerns. On the other hand, fine-tuning local open-sourced
LLMs (e.g., Llama, DeepSeek) can address these security and IP issues but requires significant
resources and limits the model size. Smaller-scale customized LLMs tend to be less general compared
with large commercial solutions.

The four distinct strategies for RTL generation using LLMs present unique advantages and
challenges. Prompt engineering focuses on crafting precise prompts to guide LLMs in generating
RTL code, which usually involves iterative refinement with EDA tools. In contrast, LLMs trained on
private datasets (‘Supervised Fine-Tuning’, denoted as ‘SFT’ in Table 5) enhance model performance
by fine-tuning them with proprietary data tailored to specific organizational needs. However, this
method demands computational resources for fine-tuning, and the private circuit dataset is not
open-sourced to facilitate the advancement of the community. Alternatively, LLMs trained on
open datasets with code only (‘Unsupervised Fine-Tuning’, denoted as ‘UFT’ in Table 5) leverage
open-source codebases for unsupervised fine-tuning, reducing the need for labor-intensive dataset
preparation. However, this approach is less effective for RTL generation, which requires strict
adherence to specific instructions including design descriptions. The UFT trains LLMs to predict
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Fig. 13. Illustration of the basic flow of RTL design using prompt engineering. Related works are covered
in Section 5.1. The design specification will be combined with manually designed structure analysis and
design principles (in VerilogCoder [144]), and then the LLMs will take the prompt to generate corresponding
RTL code. Most early works (RTLLM [12], AutoVCoder [140]) on RTL generation stop at this step. The more
recent works incorporate the feedback from EDA tools into the design flow, for example, utilizing the error
information and mismatch log to prompt LLMs for rewriting.

the next token based on the preceding context, which aids LLMs in grasping code syntax, but
is limited in understanding required functional specifications. Consequently, this UFT approach
is typically less effective and thus less adopted. Finally, LLMs trained on open datasets with
instruction-code pairs (these methods also involve Supervised Fine-Tuning, denoted as ‘SFT’)
utilize pairs of design specifications and RTL code to train the LLMs, and the dataset is open-sourced.
This last strategy is both effective and benefits the community with open-source datasets.

Figure 14 compares the performance of variousmodels onVerilogEval-Human [14] and RTLLM [12]
over time, including both general-purpose coding LLMs (e.g., DeepSeek-Coder, CodeLlama) and
RTL-specific coding LLMs (e.g., RTL-Coder [145], BetterV [141]). This comparison highlights
the advancements in Verilog code generation, illustrating how domain-specific fine-tuning and
architectural modifications enhance the effectiveness of LLMs in hardware design automation.

Strategy 1: Prompt engineering. Prompt engineering is one of the earliest strategies used for
RTL generation due to its simplicity and effectiveness in applying LLMs to circuit design, including
commercial LLMs. While recent efforts have focused on developing new fine-tuned LLMs for RTL
generation, research about prompt engineering continues to evolve. Prompt engineering [240]
mainly focuses on designing and optimizing input prompts to effectively communicate with LLMs
and elicit desired design generations. The advantage of this methodology is the elimination of the
requirement for fine-tuning and adaptability across different LLMs. Tons of works [12, 133, 135,
136, 138, 158, 159, 238] have explored applying and customizing advanced prompt engineering
techniques for RTL code generation by LLMs, as demonstrated in Figure 13.
Chip-Chat [135], as a pioneering work, investigates the use of conversational LLMs, such as

OpenAI’s ChatGPT, in translating natural language specifications into HDLs for circuit design.
Through a case study, the authors explore the collaborative design of an 8-bit accumulator-based
microprocessor with GPT-4. The methodology involves breaking down the design into subtasks
managed through conversation threads, where GPT-4 generates Verilog code guided by a human
engineer who verifies and refines the output. The study finds that while LLMs can produce high-
quality code and act as effective design assistants, they require human oversight for specification
corrections and struggle with verification tasks. This research highlights the potential of LLMs to
enhance productivity in circuit design when used as a complement to human expertise.
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Fig. 14. Performance comparison of various approaches to RTL generation tasks. Involved works are covered
in Section 5.1. The first figure illustrates the performance of different methods over time as evaluated by
VerilogEval [14], while the second figure presents the results obtained from RTLLM [12].

Recently, VerilogCoder [144] presents a novel framework utilizing multiple AI agents to automate
Verilog code generation and correction. It introduces a task and circuit relation graph for structured
task decomposition, ensuring the inclusion of essential signal and state transition details. The
system incorporates an AST-based waveform tracing tool for debugging, allowing agents to identify
and correct functional errors. Using the ReAct [241] technique, agents iteratively interact with
Verilog tools, including syntax checkers and simulators, to refine the code. This methodology
significantly enhances the automation of circuit design.
Strategy 2: LLMs trained on private dataset with instruction-code pairs. Aside from

prompt engineering for circuit design generation, another powerful technique is fine-tuning. Fine-
tuning can be categorized into unsupervised fine-tuning and supervised fine-tuning. Here we focus
on models that utilize supervised fine-tuning on private datasets. Many solutions in this domain
are developed by industrial companies or in collaboration with industrial organizations. As a result,
the models or datasets are often not open-sourced. DAVE [132] presents a pioneering custom
dataset generation process that employs a template-based approach to create instruction-code pairs.
They frame the Verilog generation task as a machine translation problem, fine-tuning a GPT-2
model to produce Verilog code from English descriptions. The training dataset generation process
utilizes “Task/Result metastructure” that outlines the type of digital design task and relevant details,
together with templates representing various scenarios such as combinational assignments and
registers. The generated dataset is not open-sourced but includes diverse task instances to aid in
fine-tuning the model. AutoVCoder [140] is a framework designed to improve the accuracy of LLMs
in generating Verilog code. It addresses the challenges of low syntactic and functional correctness
in LLM-generated RTL code by employing three key techniques: a high-quality hardware dataset
generation method, a two-round LLM fine-tuning process, and a domain-specific RAG mechanism.
The framework uses a code scorer to filter a large dataset of Verilog code from GitHub and generates
a synthetic dataset using GPT-3.5. The two-round fine-tuning leverages these datasets, and the RAG
module is designed to enhance the process by providing relevant context during code generation.
OriGen [143] is a new open-source framework for generating RTL Verilog code. It addresses the
limitations of existing open-source LLMs by incorporating a novel code-to-code augmentation
technique and a self-reflection mechanism. The augmentation method uses a commercial LLM
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(Claude3-Haiku) as a “teacher” to improve the quality of open-source RTL datasets. To address the
scarcity of high-quality Verilog data, CodeV [139] leverages the observation that LLMs excel at
summarizing Verilog code, rather than generating it from scratch. The system operates by first
collecting and filtering a large corpus of high-quality Verilog modules from open-source repositories.
These modules are then fed into GPT-3.5, which generates multi-level summaries—detailed func-
tional descriptions and higher-level problem statements—for each module. These description-code
pairs form a high-quality dataset used to fine-tune base LLMs (CodeLlama, DeepSeekCoder, and
CodeQwen), resulting in the CodeV series of models.
DeepRTL [156] introduces a unified representation model to enhance both understanding and

generation of Verilog code. The model addresses limitations in previous approaches, which focus
primarily on Verilog code generation, neglecting the critical task of understanding. DeepRTL [156]
is fine-tuned on a comprehensive dataset that aligns Verilog code with multi-level natural language
descriptions, covering line, block, and module levels with both detailed and high-level functional
descriptions. The dataset includes both open-source and proprietary Verilog code, annotated using a
CoT approach with GPT-4 and verified by human experts. The authors introduce a novel benchmark
for Verilog understanding and propose using semantic evaluation metrics like embedding similarity
and GPT score, which capture semantic coherence more effectively than traditional methods like
BLEU and ROUGE. Additionally, the paper employs curriculum learning, allowing the model to
incrementally build knowledge from simpler to more complex tasks, enhancing its performance in
both understanding and generation of Verilog code.
Strategy 3: LLMs trained on open datasets with code only. In the initial phase of fine-

tuning LLMs for RTL design generation, early efforts primarily relied on unsupervised data sourced
from platforms like GitHub and other open-source code repositories. The key benefit of using
unsupervised datasets is their ease of training and the large volume of existing unlabeled data,
eliminating the need for labor-intensive labeling tasks. However, the limited label alignment of
these datasets limits their effectiveness in training LLMs for RTL generation. These techniques
mainly enable LLMs to understand language patterns, structures, and semantics by processing vast
amounts of text data. LLMs are tasked to predict the next token given the previous context [88].
For example, VGen [15], as the pioneering work, first evaluates the ability of unsupervised

LLMs to generate Verilog code, a critical aspect of circuit design. The authors fine-tune several
pre-trained LLMs on a large dataset of Verilog code collected from GitHub and textbooks, creating
the largest training corpus for this purpose. They develop an evaluation framework that includes
test benches for assessing both the syntactic and functional correctness of the generated code
across various problem scenarios. Wang et al. [163] explores the use of LLMs for automatically
generating Verilog code from natural language specifications. It introduces a novel approach that
employs reinforcement learning with golden code feedback, specifically using proximal policy
optimization and a reward function based on the similarity of abstract syntax trees between
generated and reference code. This method enhances the semantic evaluation of the generated
code and addresses the limitations of existing open-source models, which often lack performance
compared to commercial alternatives. The authors present their model, VeriSeek, which has 6.7
billion parameters and achieves state-of-the-art results.
Strategy 4: LLMs trained on open datasets with instruction-code pairs. This process,

known as ‘instruction fine-tuning’ or ‘supervised fine-tuning’ [242], adjusts the model to follow
specific instructions or prompts more effectively. Different from adopting in-house private datasets
in strategy 2, this strategy tries to provide open-source datasets to benefit the community. To
address the scarcity of high-quality training data, RTLCoder [145] introduces an automated dataset
generation workflow. As illustrated in Figure15, the dataset generation workflow follows a three-
step process, establishing a foundational paradigm for dataset creation. Its generated dataset enables
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a fine-tuned LLM coder that outperforms GPT-3.5 [88] and achieves performance comparable to
GPT-4 [88]. This pioneering work provides the first open-source RTL LLM coder with instruction
fine-tuning. Similar to the paradigm introduced by RTLCoder, CraftRTL [157] further analyzes
existing LLM’s performance on Verilog, identifying two key weaknesses: poor handling of non-
textual representations (like Karnaugh maps and waveforms) and inconsistent performance due to
minor coding errors. Targeting these weaknesses, CraftRTL creates a "correct-by-construction"
synthetic dataset that includes Karnaugh maps, finite state machines, and waveform representations.
They develop an automated framework for generating detailed error reports that identify common
minor mistakes in code completions, which are then used to create a targeted code repair dataset
by injecting errors into correct open-source code.

5.2 LLMs for HLS Code Generation
Similar to RTL code generation, several works have explored LLM-based HLS code generation
to improve automation and efficiency when designing hardware with high-level programming
languages. As summarized in Table 6, existing solutions primarily rely on prompt engineering
without fine-tuning themodels. Additionally, manyworks are open-sourced. Notably, HLSPilot [167]
and Liao et al. [170] introduce new benchmarks for evaluating HLS code generation performance.

For example, SynthAI [169] introduces a multi-agent generative AI framework for modular HLS
design, integrating ReAct agents, CoT prompting, RAG, and web search capabilities to enhance
decision-making. By systematically planning and executing modular designs, SynthAI improves
design quality and scalability. HLSPilot [167] focuses on hybrid CPU-FPGA architectures, proposing
a three-stage approach: C/C++ to HLS translation, design space exploration, and LLM-based
profiling. It integrates C-to-HLS optimization strategies to generate complex circuit designs, employs
a DSE tool for pragma parameter tuning, and leverages LLMs for performance profiling to identify
bottlenecks and optimize HLS designs. Liao et al. [170] investigate the translation of natural
language specifications or C code into RTL, evaluating the capability of LLMs to automate hardware
design. C2HLSC [168] explores fully automated C-to-HLS transformation, refactoring generic C
code into an HLS-compatible format while supporting hierarchical designs and pragma generation
for optimizing area and throughput. These works collectively highlight the potential of LLMs in
improving HLS design automation, enabling more efficient translation from high-level code to
synthesizable hardware descriptions.

5.3 LLMs for Design Optimizations
During circuit code generation using LLMs, besides functional correctness focused by Section 5.1 and
5.2, design quality metrics such as power, performance, and area (PPA) are also critical for ensuring
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LLM for HLS Generation

Method
New New Open New Prompt Link Date
Model Dataset Method Benchmark Engineering

SynthAI [169] ✓ ✓ https://github.com/sarashs/FPGA_AGI 2024-05
HLSPilot [167] ✓ ✓ ✓ https://github.com/xcw-1010/HLSPilot 2024-08
Liao et al. [170] ✓ ✓ 2024-08
C2HLSC [168] ✓ ✓ https://github.com/Lucaz97/c2hlsc 2024-11

Table 6. Existing explorations in LLM-aided HLS code generation, covered in Section 5.2.

LLM for Design Optimization
Works Open Link Date

Martine et al. [173] 2023-07
Sandal et al. [161] 2024-01
BetterV [141] 2024-02

DeLorenzo et al. [162] 2024-02
RTLRewriter [172] ✓ https://github.com/yaoxufeng/RTLRewriter-Bench 2024-09
Xu et al. [174] 2024-10

Table 7. Collection of works on design optimization, covered in Section 5.3.

efficiency and practicality. Recent advancements have explored optimizing LLM-generated circuits,
focusing on both RTL code optimization and HLS code optimization to enhance hardware
performance. A detailed comparison of existing works in this domain is provided in Table 7.
RTL code optimization. RTL code optimization leverages LLMs to refine hardware designs

for better efficiency, focusing on improving PPA metrics. For example, ChipGPT [133] employs an
enumerative search strategy, generating multiple design variations and selecting the one with the
best PPA. BetterV [141] fine-tunes LLMs on domain-specific Verilog datasets, applying instruct-
tuning and generative discriminators to improve Verilog code quality and optimize synthesis
outcomes. However, current evaluations in BetterV primarily assess design quality based on AIG
node reduction during synthesis, without directly considering final PPA metrics. RTLRewriter [172]
introduces a framework for RTL code rewriting, breaking down large circuits into smaller segments
to enhance synthesis efficiency and leveraging multi-modal program analysis to incorporate visual
and textual information. Its benchmark demonstrates superior performance compared to traditional
RTL compilers such as Yosys and E-graph. Additionally, the work by Martínez et al. [173] focuses
on identifying key computational patterns like GEMM, convolution, and FFT within hardware
code using LLM-based prompting techniques. Their method reduces false positives by employing a
two-phase prompting approach, first interpreting the code and then verifying algorithm presence,
highlighting the importance of prompt engineering for optimizing LLM-driven hardware design.
HLS code optimization. Besides RTL code optimization, optimizing HLS code, particularly

pragma optimization, is a crucial task in high-level synthesis. Xu et al. [174] propose RALAD (Re-
trieve Augmented Large Language Model Aided Design), a framework leveraging LLMs and RAG
to optimize HLS programs without requiring computationally expensive fine-tuning. HLS allows
circuit design using high-level languages like C/C++, but manual optimization remains highly
expertise-driven. RALAD mitigates this challenge by embedding user code and a knowledge base
(e.g., FPGA textbooks), retrieving relevant code snippets via a top-k search, generating prompts that
incorporate user instructions and retrieved snippets, and using an LLM like CodeLlama to produce
optimized code. The study also explores the impact of manual annotations to further refine optimiza-
tion quality, demonstrating the framework’s effectiveness in automating HLS code improvements.

https://github.com/sarashs/FPGA_AGI
https://github.com/xcw-1010/HLSPilot
https://github.com/Lucaz97/c2hlsc
https://github.com/yaoxufeng/RTLRewriter-Bench
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Fig. 16. Timeline of RTL verification (Section 5.4) and debugging works (Section 5.5).

5.4 LLM for Hardware Code Verification
In addition to circuit code generation, verifying the functional correctness of circuit designs is
a critical yet highly labor-intensive task that heavily relies on human engineers. To address this
challenge, LLM-based solutions have been explored to automate hardware verification. Table 8
summarizes existing works in this direction. Current LLM-based verification approaches focus on
two primary directions: 1) Assertion generation with LLMs. These approaches leverage LLMs to
generate assertions based on design specifications or RTL code [177, 178, 181, 182, 188–191]. The
generated assertions are then used to validate whether the design under test (DUT) complies with
its specifications, with either formal verification tools (e.g., Cadence JasperGold) for static formal
property verification or simulation tools (e.g., Synopsys VCS) for dynamic verification on test
benches. 2) Test bench generation with LLMs. LLMs are also employed to generate test stimuli,
enhancing the simulation-based verification process [183–185, 191, 195]. The comparison of these
explorations is listed in Table 8, with the timeline demonstrated in Figure 16, almost all existing
explorations directly employ prompt engineering due to the lack of high-quality verification data
for fine-tuning. Some of these verification efforts focus specifically on security verification, which
will be further discussed in Section 5.6.

5.4.1 Assertion generation with LLMs.
We categorize existing works on assertion generation into two main types: assertion generation

benchmarks and assertion generation techniques. The former focuses on evaluating the effec-
tiveness of LLMs in generating functionally correct assertions, while the latter explores various
methodologies to improve the accuracy and reliability of LLM-generated assertions. We detail these
two categories below.
Benchmarking LLM-aided assertion generation. Similar to RTL code generation, bench-

marking is crucial for evaluating the quality of LLM-generated assertions. The evaluation process
involves three key aspects: syntax correctness, functional correctness, and overall assertion qual-
ity. Syntax correctness can be verified using RTL code compilers, while functional correctness
can be validated through simulation-based verification or formal property checking based on the
golden RTL implementations. However, assessing assertion quality remains an open challenge, as
it depends on multiple factors, such as completeness and relevance to the design specification.

Currently, key assertion generation benchmarks include AssertionBench [187], AssertEval [154],
and FVEval [186], all of which use Cadence JasperGold for formal property verification of generated
assertions against golden RTL implementations. Specifically, AssertionBench [187] consists of 100
Verilog hardware designs from OpenCores [120], with formally verified assertions derived from
GOLDMINE [243] and HARM [244] tools. The evaluation metrics include syntax correctness and
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LLM for RTL Verification

Method New New Open Open Prompt Link Date
Model Dataset Model Benchmark Engineering

AutoSVA2 [177] ✓ 2023-09
NL2SVA [189] ✓ 2023-09
LLM4DV [184] ✓ ✓ https://github.com/ZixiBenZhang/ml4dv 2023-10
ChIRAAG [182] ✓ 2024-01
AssertLLM [181] ✓ ✓ ✓ https://github.com/hkust-zhiyao/AssertLLM 2024-02
Xiao et al. [194] ✓ 2024-03

Blocklove et al. [196] ✓ 2024-04
Liu et al. [190] ✓ ✓ 2024-04

Huang et al. [191] ✓ 2024-05
Bhandari et al. [195] ✓ ✓ 2024-06
VerilogReader [185] ✓ github.com/magicYang1573/llm-hardware-test-generation 2024-06

FVEval [186] ✓ ✓ ✓ https://github.com/NVlabs/FVEval 2024-10
UVLLM [183] ✓ ✓ https://github.com/amyuch/UVLLM 2024-11

AssertionBench [187] ✓ ✓ 2025-02

Table 8. Explorations in LLM-aided RTL code verification (Section 5.4).

functional correctness. AssertEval [154] from OpenLLM-RTL [154] includes 17 OpenCores [120]
designs, each accompanied by a natural language specification and golden RTL implementation. It
evaluates assertions based on syntax correctness, functional correctness, and COI (cone-of-influence)
coverage. FVEval [186] assesses assertions in three scenarios: (1) NL2SVA-Human, generating
assertions from human-written specifications and real-world testbenches; (2) NL2SVA-Machine,
translating formal logic from synthetic natural language descriptions to SystemVerilog assertions;
and (3) Design2SVA, directly generating assertions from RTL designs. It evaluates various LLMs
(e.g., GPT-4o, Gemini, LLaMA3) based on syntax correctness, full functional correctness, and partial
correctness (assertions that are logically related but not fully equivalent to the reference).

Generate design assertions with LLMs. LLMs automate hardware verification by leveraging
natural language specifications and RTL code to produce SystemVerilog Assertions (SVA). These
techniques can be categorized based on their input types: (1) Natural language specifications
alone (e.g., ChIRAAG [182], AssertLLM [181]). (2) RTL code alone (e.g., AutoSVA2 [177]). (3)
Both specification and RTL code (e.g., NL2SVA [189]). Due to the scarcity of high-quality assertion
datasets, most works employ prompt engineering rather than fine-tuning LLMs. Evaluation methods
typically rely on formal property verification (FPV) using tools like Cadence JasperGold, ensuring
that generated assertions maintain logical correctness. Some works, such as ChIRAAG [182], also
incorporate simulation-based validation using Synopsys VCS with test benches.
For example, AutoSVA2 [177] prompts GPT-4 with RTL code and a refined rule-based system

to generate valid SVAs, validated through FPV. NL2SVA [189] employs few-shot prompting with
both RTL and natural language descriptions to guide assertion generation, also evaluated via FPV.
ChIRAAG [182] relies solely on natural language specifications, using prompt engineering for
assertion synthesis, with validation conducted through simulation. AssertLLM [181] processes entire
specification documents, utilizing a three-phase approach where different LLMs handle specification
extraction, waveform analysis, and assertion generation, with verification performed through FPV.

5.4.2 Test bench generation with LLMs.
In addition to assertion generation, recent advancements in LLM-based verification have intro-

duced automated test bench generation [183–185, 191, 195], significantly reducing the manual effort
involved in verifying RTL designs. These approaches aim to enhance coverage metrics, including
code coverage and functional coverage, by generating high-quality test benches for simulation.

https://github.com/ZixiBenZhang/ml4dv
https://github.com/hkust-zhiyao/AssertLLM
github.com/magicYang1573/llm-hardware-test-generation
https://github.com/NVlabs/FVEval
https://github.com/amyuch/UVLLM
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Existing explorations also fall into these main categories: (1) Test bench generation for code cover-
age. This type focuses on measuring how thoroughly the RTL code is exercised during simulation.
This includes metrics such as statement coverage, branch coverage, toggle coverage, and FSM
state coverage. Achieving high code coverage ensures that most structural elements of the design
have been tested but does not guarantee full functional correctness. (2) Test bench generation for
functional coverage. This type ensures that all intended design behaviors are tested according to
the specification. Functional coverage is often defined using assertions and covergroups, verifying
that different functional scenarios, corner cases, and expected behaviors are exercised. Unlike code
coverage, functional coverage validates the correctness of the design beyond just its structural
execution. We detail the two categories below.

Test bench generation for code coverage. VerilogReader [185] integrates LLMs into coverage-
directed test generation, focusing on achieving code coverage closure by generating test stimuli
that target uncovered RTL lines and branches. It takes as input a Verilog design under test (DUT),
natural language descriptions, and code coverage reports from simulations. The output consists
of automatically generated test stimuli designed to improve code coverage in RTL verification.
To generate test inputs effectively, VerilogReader employs prompt engineering with a Prompt
Generator that structures LLM interactions in two stages: first, understanding the DUT and its
current coverage status, and second, generating test inputs in a structured JSON format. Additionally,
it includes a Coverage Explainer, which transforms raw simulator coverage reports into an LLM-
readable format, and a DUT Explainer, which enhances LLM comprehension of Verilog code by
providing natural language descriptions and test guidance.

Test bench generation for functional coverage.Most existing explorations [183, 184, 191, 195]
focus on functional coverage, as LLMs more excel in understanding RTL functionality and specifi-
cations rather than analyzing RTL code structure, which is required for code coverage. For example,
VeriAssist [191] takes the design specification as input and generates initial RTL code along with
corresponding test cases. It employs a self-verification process, where the generated RTL is sim-
ulated with test cases while considering timing constraints. This is followed by a self-correction
mechanism, where the LLM refines the RTL design based on simulation feedback, addressing
compilation and functional errors. By mimicking a human-in-the-loop design approach, VeriAs-
sist [191] improves the accuracy and correctness of both RTL code and test benches. Another work
UVLLM [183] integrates LLMs with Universal Verification Methodology (UVM) to automate test
case generation and RTL code repair. The framework consists of four steps: pre-processing, where
linters and LLMs eliminate syntax errors; UVM processing, which generates and runs test cases
within a UVM testbench; post-processing, which analyzes simulation logs to identify errors; and
repair, where LLMs generate RTL patches based on detected issues. While UVLLM is open-sourced
and showcases LLMs’ potential in verification automation, challenges remain, including the need
for extensive training data and the high computational cost of large-scale LLM inference.

5.5 LLM for Hardware Code Debugging
Debugging in hardware design involves identifying and fixing both syntax and functional errors
in circuit implementations. Traditionally, engineers conduct this process of fixing bugs manually,
making it a tedious and labor-intensive task. Recent advancements in LLMs automate hardware
debugging, reducing human intervention and improving efficiency. Existing research explores LLM-
assisted debugging for both RTL and HLS code, offering new methodologies for error detection,
root cause analysis, and automated patch generation, as detailed below.

5.5.1 LLM for RTL code debugging.
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Fig. 17. Overview of the LLM-based flow for RTL debugging, recent works are covered in Section 5.5. This
approach includes two input methods for LLM solutions: the first method assigns debugging tasks directly to
the LLM without supplementary information, while the second method enhances the debugging process by
incorporating error information from EDA tools. This error log can be input directly into the LLM or used
to query a pre-defined debugging database (RAG). Additionally, some approaches utilize AST or waveform
tracing tools to more effectively identify problematic code segments.

LLM for RTL Debugging

Method New New Open Open Prompt Link Date
Model Dataset Model Benchmark Engineering

RTLFixer [176] ✓ ✓ ✓ https://github.com/NVlabs/RTLFixer 2023-11
HDLDebugger [200] ✓ 2024-03
VeriAssist [191] 2024-05
MEIC [199] 2024-05

Qayyum et al. [204] 2024-06
VerilogCoder [144] ✓ 2024-08

UVLLM [183] ✓ ✓ https://github.com/amyuch/UVLLM 2024-11

Table 9. Explorations in LLM-aided RTL code debugging (Section 5.5).

RTL debugging focuses on resolving errors identified during the verification process. Unlike
verification, which primarily detects inconsistencies, debugging involves both locating and cor-
recting these issues to ensure functional correctness. For example, representative debugging
works [176, 191, 199] leverage LLMs for both bug detection and bug fixing, emphasizing the
automated correction of RTL errors. The debugging process typically consists of two key steps: (1)
identifying the bug by pinpointing the exact error location within the RTL code and (2) fixing the
bug by generating corrected RTL logic. While verification highlights potential failures, debugging
requires deeper reasoning to determine the root cause of errors and propose appropriate fixes.
Table 9 and Figure 16 demonstrate the comparison and timeline of these explorations, respectively.

RTL bugs are broadly categorized into syntax bugs and functional bugs [199]. Syntax bugs, such
as missing semicolons or incorrect module instantiations, can be directly flagged by compilers
(i.e., synthesis tools). Functional bugs, on the other hand, require executing test cases or formal
verification to identify behavioral mismatches. Based on this classification, we categorize existing
works in LLM-assisted RTL debugging into syntax debugging and functional debugging. Since
functional debugging involves more complex reasoning and deeper analysis of design behavior,
tools capable of addressing both syntax and functional errors are classified as functional debuggers.

Syntax debugging. RTLFixer [176] and HDLDebugger [200] are among the pioneering works to
explore LLM-assisted RTL syntax debugging. Both works leverage the RAG technique to improve
debugging accuracy by transforming syntax-buggy RTL code into syntax-correct RTL designs.
RTLFixer [176] integrates RAG and ReAct prompting, creating an autonomous debugging agent
that retrieves expert guidance and applies iterative reasoning to correct syntax errors effectively.
It also introduces VerilogEval-Syntax, a debugging dataset consisting of 212 erroneous Verilog

https://github.com/NVlabs/RTLFixer
https://github.com/amyuch/UVLLM
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implementations to benchmark LLM performance in syntax correction. HDLDebugger [200], devel-
oped around the same time, similarly employs RAG to retrieve relevant debugging information
from documentation and code databases. Additionally, it incorporates a self-guided fine-tuning
process to improve LLM-based debugging accuracy. The framework also includes a novel data
generation module that synthetically creates pairs of buggy and corrected HDL code using a reverse
engineering approach. Both methods significantly enhance LLM capabilities in syntax debugging
by integrating retrieval-based contextual learning and structured reasoning techniques.

Functional debugging. Compared with syntax debugging, functional debugging is significantly
more challenging as it requires deep reasoning about circuit functionality and identifying the root
cause of errors. Recent works [144, 183, 191, 199, 204] have explored LLM-based approaches to ad-
dress functional RTL debugging. VeriAssist [191] enhances pre-trained LLMs with self-verification
and self-correction techniques. The framework generates test cases alongside RTL code and simu-
lates the generated design to detect functional errors. If discrepancies are identified, self-correction
mechanisms iteratively refine the RTL code based on simulation feedback, improving debugging
accuracy. MEIC [199] proposes an LLM-based iterative debugging framework and introduces a
new debugging benchmark based on RTLLM-v1.0 [12], an RTL generation dataset containing 15
source designs. By introducing 178 buggy variations of these designs, MEIC categorizes errors into
syntax and functional bugs, providing a structured evaluation dataset for LLM-based debugging
research. Qayyum et al. [204] integrate RAG into functional debugging by retrieving relevant RTL
specifications and comparing them with the RTL implementation. This enables LLMs to detect
inconsistencies and suggest fixes based on the intended circuit behavior, significantly improving
debugging accuracy through formal specification guidance.
Beyond direct RTL code analysis, some works incorporate auxiliary sources such as abstract

syntax tree (AST) and waveform analysis to enhance functional debugging. UVLLM [183] introduces
an LLM-based unified verification methodology, leveraging AST representations to improve error
localization and code corrections. Similarly, VerilogCoder [144] employs a rewriting mechanism that
enhances debugging accuracy. This process integrates information from EDA tools, such as ASTs
and waveform tracing tools, to refine LLM-driven RTL debugging. By combining LLM reasoning
with structured program analysis, these methods offer improved robustness in identifying and
correcting functional design errors.

5.5.2 LLM for HLS debugging.
Compared to RTL and HLS generation tasks, significantly fewer works focus on debugging

at the HLS level. One of the pioneering efforts in this direction is Chrysalis [201], a benchmark
designed for training and evaluating LLMs’ capability to identify functional bugs in HLS code.
Unlike syntax errors that can be easily detected by compilers, many functional bugs at the HLS level
require deeper semantic analysis and program reasoning. Chrysalis provides a structured dataset
that allows LLMs to learn patterns of common HLS-specific issues and evaluate their debugging
performance in terms of both syntax correctness and functional accuracy. This benchmark sets the
foundation for future research in LLM-assisted HLS debugging by offering a standardized dataset
for evaluating model capabilities in detecting and resolving high-level synthesis errors.

5.6 LLMs for Hardware Security
Besides functional verification and debugging, a growing number of research explore the use of LLMs
for hardware security verification and threat detection. Recent works [70–73, 179, 188, 193, 205–
207, 213, 214] integrate LLMs into automated security analysis, detection of vulnerabilities, and
protection of hardware designs. As summarized in Table 10, most of these approaches rely on
prompt engineering to enhance security verification and threat detection.



46 Wenji Fang, Jing Wang, Yao Lu, Shang Liu, Yuchao Wu, Yuzhe Ma, and Zhiyao Xie

LLM for Hardware Security

Method New New Open Open Open Prompt Date
Model Dataset Model Dataset Benchmark Engineering

Pearce et al. [212] ✓ ✓ 2021-12
Baleegh et al. [203] ✓ 2023-02
Kande et al. [188] ✓ ✓ 2023-06

DIVAS [179] ✓ 2023-08
NSPG [178] ✓ ✓ 2023-08
SCAR [211] ✓ 2023-10

Netlist Whisperer [210] ✓ 2023-11
SecRT-LLM [205] ✓ ✓ 2024-05

Self-HWDebug [206] ✓ 2024-05
Qayyum et al. [204] 2024-06

Table 10. Existing explorations in LLMs for security, covered in Section 5.6.

LLM-based research in hardware security can be divided into two primary directions. Protective
hardware security focuses on using LLMs to detect vulnerabilities, generate security patches,
and implement secure-by-design methodologies at the RTL and gate levels. These approaches
aim to proactively mitigate security risks through automated analysis and verification techniques.
Offensive hardware security, in contrast, explores how LLMs can facilitate attack strategies
and identify potential hardware exploits. Together, these two research directions contribute to the
development of more resilient defense mechanisms by providing insights into adversarial techniques
and enabling the design of effective countermeasures. Below, we introduce representative works
about both directions in detail.
LLM-aided protective hardware security. Research on LLM-assisted protective hardware

security can be categorized into two key areas: security bug detection through security assertion
generation and security bug fixing, which involves identifying and debugging vulnerabilities.
These approaches highlight the potential of LLMs in automating security analysis, enhancing
verification processes, and mitigating hardware vulnerabilities.

In security bug identification, LLMs have been explored to automate the detection of hardware
vulnerabilities and generate security assertions. For instance, Kande et al. [188] demonstrate the
potential of LLMs in generating hardware security assertions, a task that traditionally requires sig-
nificant expertise. Similar to the functional assertion generation process, their framework employs
LLM to generate security assertions based on security specifications and evaluates LLM performance
using a benchmark suite of real-world designs and corresponding golden reference security asser-
tions, analyzing the impact of prompt detail on accuracy. DIVAS [179] introduces an LLM-powered
framework that automates SoC security analysis and policy-based protection. The system maps vul-
nerabilities to CommonWeakness Enumerations (CWEs), generates verifiable SVAs, and implements
security policies through security modules or wrappers. Evaluated on open-source benchmarks,
DIVAS demonstrates effectiveness in automating SoC security analysis, policy enforcement, and
vulnerability detection using the DiSPEL tool. Similarly, SecRL-LLM [205] propose a database
containing 10,000 vulnerable finite state machine designs incorporating 16 security weaknesses.
They further develop an LLM-based framework, integrating in-context learning and fidelity-check
mechanisms to enhance both vulnerability insertion and detection in hardware designs.
Beyond vulnerability detection, some works also explore security bug fixing by leveraging

LLMs for automated debugging and countermeasure implementation. Pearce et al. [212] conducted
one of the earliest studies in this area, prompting LLMs to automatically repair software security
vulnerabilities as early as 2021, prior to the emergence of today’s more powerful models. Their work
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LLM for Design Flow Automation
Method Open Link Date

ChatEDA [216] ✓ https://github.com/wuhy68/ChatEDAv1 2023-08
RAG-EDA [228] ✓ https://github.com/lesliepy99/RAG-EDA 2024-07
ChipAlign [221] 2024-12

LLM for Layout Design
Method Open Link Date

Ho et al. [224] 2024-05
FabGPT [222] 2024-07

Chen et al. [223] 2024-08
DRC-Coder [220] 2024-11

Table 11. Explorations on LLMs for design flow automation and layout design, covered in Section 5.7.

presents a comprehensive empirical evaluation of multiple commercial and open-source LLMs,
including OpenAI Codex, AI21’s Jurassic models, Polycoder, and gpt2-csrc, assessing their ability
to generate secure and functional patches for synthetic, handcrafted, and real-world security bugs.
Recently, Self-HWDebug [206] introduces a framework leveraging LLMs to generate debugging
instructions for security issues. By defining a set of CWEs and corresponding mitigation strategies,
the framework enhances LLM prompt effectiveness, enabling automated security debugging and
vulnerability resolution. In the domain of side-channel attack (SCA) mitigation, Netlist Whis-
perer [210] and SCAR [211] propose LLM-driven solutions to enhance security at the hardware
level. Netlist Whisperer [210] adopts a two-phase, pre-silicon LLM-based approach: first, a GPT-3
model identifies power leakage-inducing nets in a circuit, and then a second GPT-3 model generates
an SCA-resistant netlist, eliminating the need for traditional power trace collection. SCAR [211]
focuses on cryptographic accelerators, utilizing control-data flow graphs to identify and localize
SCA vulnerabilities. It then employs a deep-learning explainer to analyze the vulnerabilities and
leverages an LLM to automatically generate and insert security patches into the RTL code.

LLM-aided offensive hardware security. Besides protective solutions, research also explores
how LLMs can be leveraged to execute security threats, such as automated hardware trojan insertion.
For example, Kokolakis et al. [213] propose an LLM-based framework for automating hardware
trojan insertion and evaluating its impact on a modern RISC-V microarchitecture. Their method
begins with a filtering process to identify suitable modules for Trojan insertion. The RTL code of
selected modules is provided to the LLM, which assists in implanting hardware trojans by modifying
the design. While this approach demonstrates the feasibility of hardware trojan insertion using
fine-tuned LLMs, further research is needed for more complex attack scenarios.

5.7 LLM for Design Flow Automation and Layout Design
5.7.1 LLM for design flow automation.

LLMs have also been explored for automating design flow processes, primarily in two key areas:
design flow script synthesis [216] and chip-related question-answering (QA) [221, 228]. These
applications aim to reduce human effort in configuring and optimizing EDA toolchains while
improving accessibility to chip design knowledge. We compare existing works in Table 11.

For design flow script synthesis, ChatEDA [216] is a pioneering work that leverages LLMs for
automating EDA design flow execution. The framework decomposes user requests into structured
sub-tasks, generates EDA scripts, and autonomously executes them using EDA tools. To enhance the
model’s understanding of EDA workflows, instruction tuning techniques are applied. Additionally,
ChatEDA introduces a benchmark suite comprising 50 tasks that include simple flow calls, complex
multi-step flow executions, and parameter-tuning scenarios. The evaluation process assesses both

https://github.com/wuhy68/ChatEDAv1
https://github.com/lesliepy99/RAG-EDA
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the correctness and executability of the generated scripts using real EDA tools, followed by manual
scoring to ensure logical coherence and practical usability.

For chip-related question-answering, RAG-EDA [228] presents a customized RAG framework
for EDA tool documentation QA. The framework processes EDA tool documentation and user
queries, employing hybrid information retrieval methods that combine lexical search (i.e., TF-IDF,
BM25) and semantic retrieval (i.e., vector embeddings). A contrastive learning-based reranker is
trained to filter relevant documents, improving retrieval accuracy. The LLM is then fine-tuned
through a two-stage approach: (1) domain knowledge pretraining using EDA textbooks and (2)
instruction tuning with QA datasets. The evaluation metrics include retrieval recall (recall@k) for
the retriever and reranker, and BLEU, ROUGE-L, and UniEval scores to assess the accuracy and
factual consistency of generated answers. Additionally, ChipAlign [221] extends LLM capabilities
for chip-related QA tasks by addressing the challenge of aligning domain-adapted large language
models for chip design with strong instruction-following abilities. It proposes a training-free model
merging approach that combines a domain-specific chip LLM with a general instruction-aligned
LLM. Instead of retraining on instruction-following data, ChipAlign employs a novel geodesic
interpolation technique in the weight space to produce a merged model that maintains chip design
expertise while significantly improving instruction alignment.

5.7.2 LLM for layout design.
Some recent works employ foundation models for circuit layouts to enhance the physical design

process and manufacturability, as demonstrated in Table 11. Since circuit layouts are typically
represented in the format like images, these works typically integrate vision models with LLMs
to better understand and process circuit layouts.
For instance, FabGPT [222] introduces a large multimodal model designed for wafer defect

knowledge querying in semiconductor fabrication. It processes Scanning Electron Microscope
(SEM) images of wafers alongside textual metadata extracted using Optical Character Recognition
(OCR) and predefined label sets. By fusing visual and textual information, the model enhances defect
detection and knowledge retrieval. A pre-trained multimodal encoder captures critical wafer defect
features, while a prediction module identifies defect types. Additionally, the model incorporates a
Q&A system with a modulation module that aligns visual and textual representations to improve
interpretability in querying fabrication processes. Ho et al. [224] propose an LLM-based optimization
framework for standard cell layout design, incrementally generating clustering constraints to
enhance PPA and routability. Their study assesses existing LLMs’ understanding of SPICE netlists,
clustering constraints, and physical layout descriptions. Leveraging ReAct prompting, the model
iteratively refines clustering decisions, improving standard cell layout optimization. Chen et al. [223]
integrate reinforcement learning (RL) for OPC recipe optimization with a multi-modal LLM-backed
agent system for recipe summarization. The RL component fine-tunes OPC parameters such as edge
placement error (EPE) measurement points and polygon fragmentation to improve lithography
accuracy. Meanwhile, the LLM-based agent extracts features, summarizes results, and generates
structured OPC recipes, enhancing automation in semiconductor manufacturing. DRC-Coder [220]
presents a multi-agent framework for automating design rule checking (DRC) code generation
using LLMs and vision-language models. It mimics human DRC coding by decomposing tasks
into interpretation and coding, assigning two specialized LLM agents to reduce hallucinations and
enhance reasoning accuracy. The framework also integrates domain-specific functions, including
foundry rule analysis, layout design rule violation (DRV) analysis, and automated debugging loops
to refine DRC rule generation. By incorporating vision models, DRC-Coder can interpret design
rule illustrations and layout structures, ensuring accurate and executable DRC scripts.
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LLM for Architecture Design
Method Open Link Date

Yan et al. [226] 2023-06
Liang et al. [227] 2023-07
GPTAIGChip [134] 2023-09
SpecLLM [225] ✓ https://github.com/hkust-zhiyao/SpecLLM 2024-01

Table 12. Explorations in LLM-aided architecture design, covered in Section 5.8

LLM for Analog Circuit Design
Method Open Link Date

LADAC [229] 2023-12
AnalogCoder [230] ✓ https://github.com/anonyanalog/AnalogCoder 2024-05

FLAG [231] 2024-05
ADO-LLM [232] 2024-06
LaMAGIC [233] 2024-07
Artisan [234] 2024-11
LEDRO [235] 2024-11

AnalogXpert [236] 2024-12
AnalogGenie [237] ✓ https://github.com/xz-group/AnalogGenie 2025-01

Table 13. Works on LLMs for analog circuit design, covered in Section 5.9.

5.8 LLMs for Hardware Architecture Design
For hardware architecture design, LLMs have been explored in two primary areas: circuit archi-
tecture design [134, 226, 227] and specification document processing [225]. The comparison
and timeline of these works are shown in Table 12. These works aim to leverage LLMs to enhance
automation, reduce design complexity, and improve efficiency in architectural decision-making.

In circuit architecture design, GPT4AIGChip [134] proposes an automated prompt-generation
pipeline using in-context learning to guide LLMs in generating high-quality AI accelerator designs.
This approach enables the structured decomposition of hardware design tasks, improving the
consistency and efficiency of generated architectures. LCDA [226] applies LLMs to accelerate the
software-hardware co-design process, particularly for compute-in-memory architectures in AI accel-
erators. It addresses the cold-start problem in traditional co-design approaches by leveraging LLMs
to guide design space exploration, significantly reducing the search time. QGAS [227] extends the
application of LLMs to quantum computing, using GPT-4 to iteratively design variational quantum
algorithm ansatz architectures and translate the architecture into quantum assembly language code.
For specification document processing, SpecLLM [225] tackles the inefficiencies and error-

prone nature of developing architecture specifications in architecture design. It explores the use of
LLMs to automate both the generation of specifications and the review of existing documentation. To
structure the problem, the authors categorize architecture specifications into three levels, covering
different degrees of design abstraction. They also introduce a dataset of 46 documents to evaluate
the effectiveness of their approach. By leveraging LLMs, SpecLLM enhances both efficiency and
accuracy in specification drafting and validation, demonstrating the potential for further automation
in this critical aspect of hardware design.

5.9 LLMs for Analog Circuit Design.
While most research on LLMs for hardware design has focused on digital VLSI circuits, recent studies
have started exploring LLM’s potential in analog circuit design. Unlike digital design, which follows
well-defined logic rules, analog circuits typically require tuning and optimization based on human

https://github.com/hkust-zhiyao/SpecLLM
https://github.com/anonyanalog/AnalogCoder
https://github.com/xz-group/AnalogGenie


50 Wenji Fang, Jing Wang, Yao Lu, Shang Liu, Yuchao Wu, Yuzhe Ma, and Zhiyao Xie

expertise, making LLM-assisted automation more challenging. A summary of existing works is
provided in Table 13. These studies introduced LLM-powered frameworks targeting different analog
circuit types, such as power converters and amplifiers, focusing on knowledge-based reasoning,
topology synthesis, and circuit optimization. These approaches aim to enhance the efficiency of
analog design, addressing its inherent complexities.

LADAC [229] introduces an LLM-driven decision-making agent for analog design, incorporating
a knowledge library and interactive tools to assist in transistor sizing and simulation. Analog-
Coder [230] employs a training-free LLM approach for Python-based circuit generation, integrat-
ing prompt engineering and feedback mechanisms to refine designs. ADO-LLM [232] combines
Bayesian Optimization with LLMs to improve circuit design efficiency, leveraging Gaussian Process
models for systematic design space exploration and in-context learning for guided optimization.
LaMAGIC [233] fine-tunes LLMs for analog topology generation, particularly for power convert-
ers, developing structured input-output representations that enhance circuit synthesis accuracy.
Artisan [234] focuses on operational amplifier (opamp) design, integrating topology selection and
parameter tuning while employing Tree-of-Thought (ToT) and Chain-of-Thought (CoT) reasoning
to improve structured decision-making. LEDRO [235] enhances analog circuit sizing by using
LLMs to refine design search regions, improving the efficiency of existing optimization methods.
AnalogXpert [236] streamlines analog circuit topology synthesis by incorporating a subcircuit
library for design space reduction and using CoT prompting and iterative proofreading for better
design accuracy. AnalogGenie [237] introduces a generative AI framework that utilizes a large
dataset of over 3,000 analog circuit topologies. It employs a GPT-based model for sequential pin
connection prediction, offering a scalable and flexible approach to analog circuit generation. These
works collectively demonstrate the growing potential of LLMs in automating complex aspects of
analog design, paving the way for more efficient and scalable circuit synthesis methodologies.

6 CHALLENGES, DISCUSSION, AND POTENTIAL DIRECTIONS
Despite the significant advancements in circuit foundation models, several challenges remain in
terms of model performance, scalability, data availability, and the integration of predictive circuit
encoders and generative circuit decoders. Moreover, these challenges are closely interrelated,
often affecting and amplifying one another. We believe addressing these challenges is crucial to
further enhancing the effectiveness and applicability of foundation AI models in EDA. In this
section, we discuss our observed challenges and potential research directions to further improve
the effectiveness and applicability of foundation AI models in EDA.

6.1 Challenge 1: Circuit Foundation Model Generalization and Scalability
The development of circuit foundation models presents several challenges regarding generalization,
performance, and scalability. If we can address these challenges, circuit foundation models can
effectively support a wider range of design tasks while maintaining computational efficiency.
Towards more generalized circuit embeddings from circuit encoders. One of the key

challenges is designing circuit encoders that generate generalized embeddings capable of capturing
both the semantic and structural intrinsic properties of circuits. These embeddings should effectively
support largely different downstream tasks. For instance, design quality evaluation relies heavily on
structural characteristics, while functional reasoning and verification require a deep understanding
of circuit semantics. This requires innovations in ML model architectures, self-supervised learning
techniques tailored for circuits, multimodal fusion strategies, and cross-design-stage alignment.
The integration of graph-based encoders with text-based LLMs has shown promise in capturing
both structural and semantic information, as seen in works like CircuitFusion [97], NetTAG [113],
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and ProgSG [100]. However, further advancements are needed to enhance representation learning
across different abstraction levels while ensuring alignment between circuit modalities.
Towards reducing hallucinations of circuit decoders. Decoder-based models, particularly

those leveraging LLMs, are prone to generating hallucinated or syntactically incorrect HDL code.
Unlike natural language, circuit descriptions have strict syntax and correctness constraints, requir-
ing verification and refinement mechanisms to ensure reliability. Approaches such as reinforcement
learning with human feedback (RLHF), constraint-aware decoding, and post-generation validation
can help mitigate hallucinations and improve the practicality of decoder-based circuit models.
Towards more scalable circuit foundation models. Scalability remains a critical challenge,

particularly for large-scale circuit designs. Current models struggle with handling industrial-scale
designs due to the complexity and size of modern VLSI circuits. Divide-and-conquer strategies,
such as hierarchical modeling, circuit partitioning [172], and subgraph-based processing [97], offer
potential solutions to improve scalability. By segmenting circuits into smaller, more manageable
sub-circuits and processing them independently, models can maintain computational efficiency
without sacrificing accuracy. Techniques such as progressive training, adaptive resolution encoding,
and distributed processing can further enhance the scalability of circuit foundation models, enabling
their deployment in large-scale EDA workflows.

6.2 Challenge 2: Circuit Data Avaliability
The effectiveness of circuit foundation models heavily depends on access to large and diverse
datasets for pre-training and fine-tuning. While efforts such as OpenABC-D [124], CircuitNet [245],
and DeepCircuitX [246] have contributed by collecting open-source circuit designs, obtaining a
sufficiently large and labeled dataset remains a challenge. Privacy concerns, proprietary design
restrictions, and the high cost of generating high-quality annotated data further limit dataset
availability. Overcoming these barriers may require advancements in synthetic dataset generation
or novel circuit data augmentation techniques.

Towards generating synthetic circuit datasets. One emerging approach to overcoming data
scarcity is the generation of unlimited synthetic circuit datasets, which can be created using graph-
based or text-based methods, as explored in [24, 247, 248]. Graph-based approaches can generate
large-scale circuit graphs with diverse topologies but often lack meaningful semantics, making it
difficult to ensure functional correctness. On the other hand, text-based synthesis methods, such as
automated HDL code generation, can produce realistic functional modules but typically lack scala-
bility and diversity in structural variations. Bridging the gap between these two approaches by incor-
porating both functional correctness and large-scale diversity remains an open research challenge.
Towards more advanced circuit data augmentation. Data augmentation techniques have

been widely explored in machine learning to improve model generalization. In the circuit domain,
functionally equivalent transformations, such as logic optimization from the logic synthesis tools,
have been used to create diverse training samples [97, 110, 113]. However, existing augmentation
strategies primarily focus on structural transformations while maintaining functional equivalence.
Future advancements could explore more sophisticated augmentation techniques, such as e-graph
rewriting for RTL designs [249] and netlists [250] for broader design space exploration. These
techniques can further enhance the robustness of circuit foundation models, ensuring they learn
richer representations while preserving key design constraints such as timing, power, and area.

6.3 Challenge 3: Bridging the Gap Between Circuit Encoder and Decoder
While circuit encoders and decoders have been developed separately to support predictive and
generative tasks, unifying these two paradigms presents an opportunity to create a more powerful
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circuit foundation model. By integrating learned embeddings from circuit encoders into decoder-
based generative models, and leveraging synthetic circuit generation from decoders to enhance
circuit foundation model pre-training, the capabilities of both sides can be significantly improved.

Towards leveraging encoder embeddings for decoder generation. Current circuit decoders,
often based on pre-trained LLMs, generate circuit contexts without explicitly considering circuit
embeddings learned by encoders. By leveraging circuit encoders to generate structured, functionally
meaningful embeddings, decoders can refine their generation process to ensure greater correctness
and design feasibility. One potential approach is integrating decoder-based circuit text generation
with graph embeddings learned from circuit encoders, allowing decoders to generate RTL, netlist,
or layout designs that align with realistic circuit representations.

Towards leveraging decoder generated circuits for enhancing circuit foundation models.
Generating synthetic circuits at different abstraction levels (e.g., RTL, netlist, layout) not only
improves data availability but also provides a valuable resource for pre-training both encoders and
decoders. By training foundation models on synthetically generated yet functionally diverse circuits,
models can capture richer design patterns and structural relationships. Additionally, synthetic
circuits can be used to fine-tune models for specific design tasks, enhancing their generalization
across unseen circuit designs. Future research could explore hybrid approaches that combine rule-
based generation, reinforcement learning, and generative models to create high-quality synthetic
datasets that support both encoder and decoder training.

7 CONCLUSION
In this survey, we provide a systematic review of the latest progress in circuit foundation mod-
els, categorizing them into encoder-based and decoder-based approaches. Encoders aim to learn
generalized circuit embeddings through self-supervised pre-training techniques, supporting predic-
tive tasks such as design quality estimation and functional verification. Decoders, primarily built
upon pre-trained LLMs, focus on generative tasks such as HDL code generation and verification
automation. As AI techniques continue to transform the EDA landscape, circuit foundation models
hold the potential to significantly reduce design effort, accelerate the chip design process, and
improve design quality. Future potential research may target enhancing scalability, generalization,
and efficiency, ultimately driving AI-powered innovation in modern VLSI design.
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